Exploring the nexus between ICT intensity, productivity, employment and output in South Africa: An industry-level analysis

Abstract	Comment by ndahmath@gmail.com: The abstract must meet several important points, including methodology (type of research, research subjects, instruments used, and data analysis), research objectives, and findings. Kindly adjust the abstract to these points.
This paper aims to estimate the effects of ICT intensity on labour productivity, employment and output of agro-processing industries. To achieve this, the ICT intensity index is applied to rank industries into “more ICT-intensive” and “less ICT-intensive” groups of industries. After calculating the ICT intensity of industries, we calculate the annual growth rates of labour productivity, employment and output. Ultimately, we examine the effects of ICT intensity on growth of labour productivity, employment and output using the Pooled Mean Group (PMG) estimations and the Toda and Yamamoto (TY) Granger Non-Causality Tests. The PMG findings suggest that ICT intensity yields higher positive significant effects on output growth of the more ICT intensive industries. The TY tests detected evidence of a causal relationship between ICT intensity and employment growth of the more ICT intensive industries. These findings are in conformity with the general findings that the causal effects of ICT are detectable for industries that use ICT most intensively.
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1. INTRODUCTION	Comment by ndahmath@gmail.com: Please add a gap analysis so that it is different from previous research.
South Africa is faced with severe economic challenges, the key of which are declining total factor productivity, sluggish growth and one of the highest jobless rates globally. Yet, investment in information and communication technology (ICT) has been proven to boost productivity and resuscitate growth in other countries. Specifically, the resurgence in productivity performance and growth in the US and other OECD countries in the 1990s has been attributed to both the expansion in the production of ICT and use by other economic sectors (Stiroh, 2002; Strauss and Samkharadze, 2011; Bloom, Sadun, and Van Reenen, 2012). It is on this premise that the World Bank holds an optimistic view that ICTs have great promise to create jobs, reduce poverty and inequalities, enhance productivity and boost the economic growth of developing countries (World Bank, 2012; World Bank, 2017).
Despite the above optimistic view, empirical findings have been less supportive tending to unravel negative or even zero significant effects of ICT for developing countries but positive effects for the developed countries. The negative or insignificant findings for the developing countries are attributable to numerous factors which are namely, the late adoption of ICT, low levels of ICT investment, limited complementary factors such as human capacity and skills, and lack high-quality data and the quality of the analytical approaches used (Wu and Liang, 2017; Niebel, 2018).
Empirically, ICT is modelled as a general-purpose technology, that is, technology with the potential to alter an entire industry, sector, or economy (Landes, 1976; Rosenberg, 1982). Consequently, various studies have evaluated the effects of ICT at both the aggregate and industrial levels. Overall, early aggregate studies found either negative or no significant effects of ICT investment on countries’ growth (Oliner and Sichel, 1996; Jorgenson and Stiroh, 1995, 1999). By contrast, industry-level studies found positive significant results for those industries that are either producing or using ICT most intensively (Abri and Mahmoudzadeh, 2015; Moshiri, 2016; Corrado, Haskel and Jona-Lasinio, 2017).
The aggregate-level findings are attributable to three main reasons. First, ICT accounted for the small share of investment as a proportion of the total capital stock such that it had small effects on aggregate output (Sichel, 1997; Stiroh, 2002). Second, the use of econometric models which does not account for variations in ICT intensity among industries (Stiroh, 2002). In other words, aggregation of the industries that use ICT most intensively (i.e. more ICT intensive) with those that use ICT the least (i.e. less ICT intensive) in the analysis. As per Stiroh (2002a), by aggregating industries in the analysis, studies miss out on the sources of ICT-led growth as, in reality, the degree of ICT use and hence ICT-led growth varies immensely across industries. Third, analysing the causal relationship between ICT investment and measures of growth such as GDP and productivity in a bivariate setting, neglecting other factors affecting aggregate GDP and productivity (Lee, Gholami and Tong, 2005; Yousefi, 2011; Chakraborty and Nandi, 2011; Masood, 2012; Hong, 2017). The consequence of analyzing effects of ICT in a bivariate setting is that it gives rise to the econometric problem of omitted variable bias, casting doubt on the validity of the statistical inferences of a causal relation (Payne, 2010).
While, in general, studies found the positive significant effects of ICT when industries are disaggregated, there are no empirical findings on the contribution of ICT investment at the industry level on the performance of South Africa’s economy. This study, therefore, attempts to examine the extent to which ICT investment contributes to the growth of labour productivity, employment and output of the agro-processing subsector. The focus is on the agro-processing industries for both the economic and technical reasons.

Economically, the agro-processing sector has been earmarked in various policy plans as a catalyst to create jobs, spur economic growth and development given its strong backward and forward linkages with other economic sectors.1 From this perspective, this study contributes to literature by examining the extent to which ICT investment in the sector contributed to productivity, GDP and employment. The findings will inform policymakers on how ICT investment in the agro-processing industries could contribute towards driving the desired growth and development.
Technically, focusing on the agro-processing subsector provides an explanation of the network effects of ICT (i.e. productivity effects from the use of ICT in the non-ICT sectors) (Stiroh, 2002; van Ark, 2014)). Following Szewczyk (2009), it is assumed that developments in ICT at the national level will spill over to the industries, depending on their levels of ICT investment (expenditure) such that industries investing highly in ICT benefit the most. In other words, an industry’s share of ICT investment is used to measure its ability to utilise advancement in ICT at the national level. It is further assumed that higher ICT-led growth would arise in those industries that are investing more highly in ICT. This assumption is supported by empirical findings which validated that industries that invest more in ICT have higher growth rates than those that invest the least (Kuppusamy, Raman and Lee, 2009; Vu, 2013; Moshiri, 2016).
Against the above backdrop, to avoid problems associated with aggregate studies, agro- processing industries are ranked according to their ICT intensity (i.e. more ICT-intensive and less ICT intensive) using the ICT intensity index. The disaggregation of industries is important for this study for various reasons. As for an example, agro-processing comprises of various industries, with varying requirements for ICT intermediate inputs and hence varying levels of ICT use. In consequence, the effects of ICT on growth performance will vary across industries. By disaggregating industries according to their ICT intensity, this study informs policy on which group of industries is most conducive to the exploitation of ICT investment. After calculating the ICT intensity of industries, the annual growth rates of labour productivity, employment and output are calculated. Ultimately, we examine the effects of ICT intensity on growth of labour productivity, employment and output. Again, to avoid problems associated with bivariate analysis, we examine the causal relationship between ICT intensity and productivity, employment and output. By doing so, this study evades the econometric problem of omitted variable bias, while unlocking multiple causality channels which are undetectable under the bivariate setting.
The overarching aim of this study is to estimate the effects of ICT intensity on labour productivity, employment and output of agro-processing industries. The specific objectives are:
(i) To estimate short-and long-run effects of ICT intensity on growth of labour productivity, employment and output; and
(ii) To test for the causal relationship between ICT intensity and growth of labour productivity, employment and output.

The succeeding sections of the paper are ordered as follows. Section 2 discusses the literature on the effects of ICT on the GDP, labour productivity and employment. Section 3 describes the data, variables and econometric approaches used in this paper. Section 4 presents both the descriptive and empirical results. Section 5 highlights the key findings and concluding remarks.



[bookmark: _bookmark0]1 The policy plans include the New Growth Path, the National Development Plan, the Nine-Point Plan and the Agricultural Policy Action Plan.

2. REVIEW OF RELATED LITERATURE
A broad range of studies investigated the effects of ICT investment on economic growth and other measures of development using varied data sources, analytical approaches, and diverse time periods. For the purpose of this study, the review focuses on the causal relationship between ICT and GDP growth, productivity and employment. Further to this, special attention is given to cross-country analysis studies and studies at both the aggregate and industry levels.
In summation, aggregate studies found a bidirectional causal relationship between ICT investment and GDP for the developed countries and unidirectional causality for the developing countries (Shiu and Lam, 2008; Pradhan et al., 2014). The divergence in the direction of causality is attributed to higher levels of investment in ICT in the developed countries, relative to developing countries. The divergence is further attributable to the fact that, in the developing countries, ICT has not reached the maturity level; hence unidirectional causality is detectable. In a similar way, aggregate studies with a focus on productivity proved that, in general, causality is detectable for developed countries, which suggest that developed countries are yet to experience productivity gains from ICT investment (Lee et al., 2005).
Despite the aforementioned, another set of studies proved that ICT-led growth (GDP and productivity) depends on whether the analyses are undertaken in either bivariate or multivariate setting. To give an example, studies that investigated the effects of ICT in a multivariate setting (both aggregate and sectoral studies) found evidence of causality (Kuppusamy et al., 2009; Vu, 2013; Pradhan et al., 2014; Shahiduzzaman et al., 2015). On the contrary, bivariate studies found no evidence of a causal relationship between ICT and variables of interest (Rei, 2004; Beil, Ford and Jackson, 2005; Lee et al., 2005; Yousefi, 2011; Chakraborty and Nandi, 2011; Masood, 2012; Hong, 2017). The ground for conducting such the analysis in a bivariate setting is data availability or scope of the analysis. Notwithstanding this, Payne (2010) notes that using bivariate framework gives rise to the econometric problem of omitted variable bias, casting doubt on the validity of the statistical inferences of a causal relation. Contrarily and as per Zachariadis (2007), using a multivariate model allows one to detect multiple causality channels deep-rooted under a bivariate setting while evading omitted variable bias.
In terms of employment it is notable that while ICT is generally promoted due to its proven record of enhancing productivity and boosting GDP growth, contrary arguments have emerged with respect to employment. The key argument is that the use of ICT increases labour productivity, enabling the production of more output with less labour, giving rise to jobless growth (OECD, 2016). Hence, it is fundamental for this study to review empirical findings on the relationship between ICT and employment. In general, despite the pessimistic viewpoint regarding the effects that ICT will have on employment, empirical findings have tended to find a positive correlation between ICT and employment (Etro, 2009; Crandall and Singer, 2010; Kolko, 2012; Atasoy, 2013; Pantea, Biagi and Sabadash, 2014; Khan, Lilenstein, Oosthuizen and Rooney, 2017).
In the case of South Africa, there are limited empirical studies on the potential gains that could be accrued through investment in ICT. To quote a few, 2015 report by Global Connectivity Index (GCI) predicted that a 20% increase in ICT investment would lead to a 1% increase in GDP of 50 selected countries including South Africa. The report further positions South Africa as one of the top three developing countries, along Chile and China, with the potential to boost their economic growth through investment in ICT. In another case, Salahuddin and Gow (2016) detected a positive and significant long-run relationship between internet usage and South Africa’s economic growth over the period 1991 to 2013. Thus, studies on the role of ICT on South Africa’s economy are yet to explore its impact on the agro-processing subsector. In

particular, there are four gaps in the literature in relation to ICT and agro-processing that this study attempts to fill:
(i) Which of the agro-processing industries are more or less ICT intensive?
(ii) What are the effects of ICT intensity on growth of employment, labour productivity and output of agro-processing industries?
(iii) What is the causal relationship between ICT intensity and growth of employment, labour productivity and output?

This paper intends to fill the identified knowledge gap by (1) disaggregating the agro- processing industries into more ICT intensive and less ICT intensive using the ICT intensity index; (2) calculate the annual growth rates of labour productivity, employment and output of industries; (3) estimate effects of ICT intensity on growth of labour productivity, employment and output; and (4) examine the causal relationship between ICT intensity and growth of labour productivity, employment and output.
3. RESEARCH METHODS
3.1 Description of data sources
To calculate ICT intensity, input-output (I-O) time series data for 10 agro-processing industries are sourced from the Statistics South Africa (Stats SA). However, the Stats SA only began to publish the I-O data on an annual basis from 2009 to 2014, with 2014 being the latest year of publication (Parry, 2018). Given this, I-O data from the South African Standardised Industry Indicator Database, which is collected, managed and owned by Quantec, is used for the missing years (Quantec, 2018a). The data is based on estimates and on the last full release of the underlying dataset by the Stats SA. In addition, data on labour productivity, employment and output for 10 industries were also sourced from Trend Tables of the South African Standardised Industry Indicator Database due to lack of comprehensive and up-to-date data from the Stats SA (Quantec, 2018b). The methodology used to compile the I-O data and data on economic performance variables can be obtained from Quantec website (Quantec Research, 2018c).
3.2 Description of variables
In this study, we adapt Engelbrecht and Xayavong’s (2006) method of ranking industries into “more ICT-intensive” and “less ICT-intensive” based on their direct requirements for ICT inputs using Input-Output (I-O) data. The index by Engelbrecht and Xayavong (2006) is preferable over other indexes which are based on ICT capital stock (Stiroh, 2002; Abri and Mahmoudzadeh, 2015), which is unavailable for the current analysis. However, in terms of classifying industries, for all the indexes, the industries with values of less than the median value of the index are classified as “less ICT-intensive” while those with values above the median are “more ICT-intensive”.
Following, Engelbrecht and Xayavong (2006), the ICT intensity index for industry j’s (Ij) is defined as industry j’s requirements for ICT intermediate inputs to total requirements by all the agro-processing industries for ICT inputs expressed as follows:

[image: ]Ij =	x 100	(1)

Given this, the ICT intensity of an industry is defined as the share of its purchase of or expenditure on ICT intermediate goods and services to the total share by all the agro-processing

industries. To compute the ICT intensity of industries, we used the I-O data for the industries from 1994 to 2017. The definition and classification of ICT and agro-processing industries is based on the United Nations’ International Standard Industrial Classification of Economic Activities (ISIC, Rev. 4) which is used by both Stats SA and Quantec.
The other variables are defined as follows: labour productivity is the gross output per hours worked; employment is the total number of employees in an industry, including formal, informal as well as casual and permanent employment; and real output is the quantity of goods or services produced in a particular industry. (Quantec, 2018c). Akin to previous studies, we transformed the raw data for the labour productivity, employment and real output into mean growth rates (i.e. annual growth rates) (Engelbrecht and Xayavong, 2006; Lovrić; 2012; Vu, 2013).
In summation, the type of data used in this study is a panel; time series on ICT intensity, labour productivity, employment and output over the period 1994 to 2017 for cross-sections of 10 agro-processing industries. The choice of the time period is based on data availability. The justification for using the panel approach is that special attention is given to groups in the sample (i.e. more ICT intensive and less ICT intensive industries), with heterogeneities with respect to labour productivity, employment and output. Thus, using the panel approach allows us to take into account heterogeneity across groups in the sample as well as across individual. Over and above, the time period, from 1994 to 2017, is very short to conduct the analysis; hence, conducting the analysis using panel data allows us to have more degrees of freedom than using time-series or cross-sectional data. Further to this, the use of panel data enables us to control for omitted variable bias and to reduce the problem of multicollinearity among variables. Within this vein, more accurate and efficient estimation results can be obtained.
3.3 The model
The autoregressive distributed lag (ARDL) framework developed by Pesaran and Shin (1995, 1999), Pesaran, Shin and Smith (1996) and Pesaran (1997) is applied to estimate the effect of ICT intensity on the economic performance of industries for the period 1994 to 2017. The ARDL is preferable in this study for two reasons. First, unlike techniques such as Engle and Granger (1987), Johansen and Juselius (1990), Johansen (1988, 1991) and Phillips and Ouliaris (1990), the ARDL can be applied in the presence of mixed order of integration. Second, the framework produces consistent and efficient estimates even in the case of small sample studies (as is the case in this study), implying that cointegration can be conducted for 30 or more observations (Kuppusamy et al., and Lee, 2009). The basic ARDL (p, q) model is as follows:
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Where ICT= ICT intensity (%); EMPt, LPt and ROt are growth rates of employment (%), labour productivity (%) and output (%), respectively. All the variables are in percentage form hence the equations are not in log forms. εts are stochastic error terms often called impulses or innovations. Each dependent variable is a function of its lagged values and the lagged values of other variables in the model. By application, the VAR must be specified in levels since VAR in differences would be mis-specified (Cuthberson, 2002).
3.3.1 Determining the optimal lags
The ARDL framework allows each variable to have its own optimal lag. In view of this, two criteria are used to determine the orders of the lags in the ARDL model: the Akaike Information Criterion (AIC) and the Schwartz Bayesian criterion (SBC). The lag order that gives the lowest value of either the AIC or the SBC is chosen as the optimal lag. For annual data, as is the case in this study, Pesaran and Shin (1999) recommended 1 to 2 lags.
3.3.2 Panel Unit Root Testing
The Im-Pesaran-Shin (IPS) unit root test developed by Im, Pesaran and Shin (2003) is applied to verify the order of integration among variables. The rationale is to ensure that variables are stationary with the purpose of avoiding spurious regression and generate results that are applicable in other periods, which validates forecasting. Alternative unit root tests to the IPS entail, amongst others, the Augmented Dickey-fuller (ADF) test (Dickey and Fuller, 1979), ADF-GLS test (or DF-GLS test) (Elliott, Rothenberg and Stock, 1992), Phillips and Perron (PP) test (Phillips and Perron, 1988) and Ng-Perron test (Ng and Perron, 1995, 2001). The IPS is preferable over these tests given that it tests for stationarity in panels that combine information from the cross-section dimension with that from the time series dimension so that fewer time observations are required for the test to have power (Im et al., 2003). The IPS is applied by averaging individual ADF t-statistics across cross-section units. A separate ADF regression is therefore specified for each cross-section with individual effects and no time trend as follows (Im et al., 2003):
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Yit is the series for industry i in the panel over period t; pi is the number of lags chosen for the ADF regression; Δ is the first difference filter (I_L), and εit refers to independently and normally distributed random variables for all i and t with zero means and finite heterogeneous variances. After estimating the separate ADF regressions, the average of the t-statistics for the individual ADF regressions is as follows:
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It has been proven that the standardized t-bar statistic converges to the standard normal distribution as N ∞ T. As stated in Im et al., (1997), t-bar test has better performance when N and T are small, which confirms that test has enough power to test for stationarity (Sallahuddin, Abu and Hussin, 2014).
3.3.4 Panel Cointegration Testing

After testing for stationarity, the Bounds Cointegration Test developed by Pesaran et al., (2001) is applied to examine if the long-run relationship exists among variables. The Test is preferable over other tests (Engle and Granger, 1987; Johansen, 1988; Johansen and Juselius, 1990; Phillips and Ouliaris 1990; Pedroni, 1999) as it is capable of testing for cointegration among variables irrespective of the order of integration. Also, the Test can be applied to studies with small sample sizes as is the case with this study. The Bounds Cointegration Test is composed of two sets of critical values for a given significance level: the upper bound I (1) and the lower bound I (0). The decision criteria for cointegration are as follows: (1) H0 is rejected if the value of the F-statistic exceeds the critical value for the upper bound I (1) which means that cointegration exists (i.e. there is long-run relationship among variables); (2) H0 cannot be rejected if the F-statistic is less than the critical value for the lower bound I (0) which means that cointegration does not exist (i.e. no long-run relationship among variables); and (3) the Test is considered inconclusive if the F-statistic falls between the upper bound I (1) and the lower bound I (0) (Pesaran et al., 2001). Overall, if the long-run relationship exists among variables, it implies that such variables are related and can be modelled in a linear fashion. In other terms, even if there are shocks in the short run, which may affect movement in the individual variables, they would converge with time (in the long run).
In line with Belloum (2014), the bounds test is conducted by estimating (3) to (6) by ordinary least squares (OLS). This is followed by conducting an F-test for the joint significance of the coefficients of the lagged levels of the variables, H0: a1i =b1i=d1i= p1i =0 against H1: a1i ≠b1i≠d1i≠ p1i ≠0 for i= 1, 2, 3, 4. The F-statistic is conducted on level forms and when each of the variables is the dependent variable as specified in equations (3) to (6).
3.3.5 Pooled Mean Group (PMG) Estimation
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)One of the delimitations of the Cointegration Tests is that they cannot estimate the short-run and long-run effects as well as the speed of adjustment towards long-run equilibrium. To address this delimitation, the PMG regression developed by Pesaran et al. (1999) is applied to estimate short-run and long-run relationship among variables as well as the error correction adjustment speed. The PMG is chosen because it allows for convergence speeds and short-term adjustments to vary across industries, thereby allowing cross-industry heterogeneity. Also, PMG provides consistent and efficient estimates irrespective of the order of integration (Pesaran and Smith, 1995; Pesaran, 1997; Pesaran et al. 1999). To apply PMG, the specific ARDL (p, q, r, s) is re-formulated in an error correction form as follows:
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3.3.6 Panel Granger causality test

While previous techniques examine the presence of a relationship among variables (Bounds Test) and effects thereof (PMG), Masood (2012) expressed that the existence of a relationship between variables does not prove causality. Also, these techniques do not test for the direction of the causal relationship among variables. Therefore, to test for causality between variables, a modified version of the Granger causality test developed by Toda and Yamamoto (1995), TY hereafter, is applied. The TY Granger non-causality test is preferred over the renowned Engle and Granger (1987) test because it can be applied when variables are integrated of different orders. By so doing, the TY overcomes pre-test bias and size distortion associated with unit root and cointegration tests (Yamada and Toda, 1998; Caragata and Giles, 2000; Clark and Mirza, 2006). To apply the TY test, the specific ARDL (p, q, r, s) models (i.e. equations (3) to
(6) are modified by augmenting an additional lag order to the optimal lag (Caporale and Pittis, 1997).
In the context of causality, this study assesses the ICT intensity-growth nexus involving three economic performance variables (i.e. labour productivity, employment and real output) that could be affected by ICT intensity and/or affect ICT intensity. Therefore, based on Engle and Granger (1987), the following hypotheses are tested:

(i) H1a: ICT intensity Granger-causes employment growth;
(ii) H1b: Employment growth Granger-causes ICT intensity;
(iii) H2a: ICT intensity Granger-causes labour productivity growth;
(iv) H2b: Labour productivity growth Granger-causes ICT intensity;
(v) H3a: ICT intensity Granger-causes real output growth; and
(vi) H3b: Real output growth Granger-causes ICT intensity.

4. DESCRIPTIVE AND EMPIRICAL RESULTS
4.1 Descriptive results
This section provides descriptive statistics to provide the nature of the data (variables) used in the paper. The descriptive statistics covers the results of the ICT intensity index for the purpose of classifying industries into more ICT intensive and less ICT intensive. Consequently, the reporting of the results entails three Panel of industries. Panel A is all the agro-processing industries. Panel B is composed of the more ICT intensive industries while Panel C comprises of the less ICT intensive industries. The annual growth rates of labour productivity, employment and output for Panel of industries also provided in this section. The aim is to shed light on the contribution of Panel of industries to the growth of labour productivity, employment and output of the agro-processing sub-sector.
4.1.1 ICT intensity of industries

Using ICT intensity index defined as the industries’ direct requirements for ICT intermediate inputs, we distinguish industries into two categories (i.e. more ICT-intensive and less ICT- intensive industries). Akin to previous studies, we use the median value of the index as the point of reference for ranking industries into the two categories (Stiroh, 2002; Engelbrecht and Xayavong 2006; Chen et al., 2016). The ICT intensity index (Ij) results indicate that the median value is 7.37%. Within this vein, industries with the ICT intensity index of greater than the median of 7.37% are ranked as more ICT-intensive and vice versa for less ICT-intensive industries. Table 1 shows the ICT intensity of the industries.
Table 1: ICT intensity of industries
	Industry
	ICT intensity index (%)



	Food
	37.20

	Beverages
	11.02

	Tobacco
	0.84

	Textile
	8.12

	Wearing Apparel
	6.62

	Leather
	3.96

	Wood
	5.86

	Paper
	11.16

	Rubber
	10.08

	Furniture
	5.12

	Total
	100


Source: Author’ calculations based on Quantec (2018b) and Stats SA
The findings indicate that five industries which are namely Food, Beverages, Textile, Paper and Rubber are ranked as more ICT intensive. Inversely, the less ICT intensive industries are Tobacco (0.84%), Wearing Apparel (6.62%), Leather (3.96%), Wood (5.86%) and Furniture (5.12%). Thus, five industries are more ICT intensive while the remaining 5 are less ICT intensive.
The results further show that the more ICT intensive industries account for 78% of the share of the direct requirement for ICT intermediate inputs as shown in Figure 1. The less ICT intensive industries account for the remaining 22%.
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Source: Author based on Quantec (2018b) and Stats SA
4.1.2 Annual Growth Rates
After calculating the ICT intensity of industries, we calculated the weighted annual average growth rate of employment, labour productivity and output for industries over the period 1994 to 2017. The detailed results are presented in Table 2.
Table 2: Weighted annual average growth rate, 1994-2017
	Industry
	Employment (%)
	Labour	productivity (%)
	Output (%)

	More ICT intensive
	-3.6
	7.0
	7.7

	Less ICT intensive
	-6.7
	16.5
	13.1



	Food
	-0.3%
	3.1
	2.0

	Beverages
	-0.9%
	-0.2
	0.8

	Tobacco
	-0.9%
	3.3
	2.1

	Textile
	-2.3%
	2.6
	1.2

	Wearing Apparel
	-2.7%
	4.5
	1.0

	Leather
	-1.8%
	4.9
	3.8

	Wood
	0.9%
	1.1
	3.2

	Paper
	1.7%
	0.1
	2.4

	Rubber
	-1.8%
	1.3
	1.3

	Furniture
	-2.1%
	2.8
	2.2


Source: Authors’ calculations based on Quantec (2018b) and Stats SA
The weighted annual growth rate results indicate that the less ICT intensive industries are surpassing their counterparts with respect to growth rates of both labour productivity and output. In terms of employment, both groups of industries experienced a decline in employment growth. However, the more ICT intensive group experienced the least decline in employment growth. For individual industries, the Leather industry exhibits the highest growth in both labour productivity and output. Contrarily, the Beverages industry has the lowest growth in both labour productivity and output. With reference to employment, all industries experienced a decline in employment growth. Comparatively, the Wearing Apparel industry experienced the highest decline in employment growth whereas the Food industry experienced the least decline in employment.
4.2 EMPIRICAL RESULTS
This section provides empirical results derived from the determination of optimal lag, the unit root testing, the cointegration testing, PMG estimation, TY Granger Non-Causality testing and IRF and VDC analyses. The reporting of the results covers Panel A (All industries), Panel B (More ICT intensive industries) and Panel C (Less ICT intensive industries).
4.2.1 Optimal Lag Results
The findings from the determination of the optimal lags show that, in all cases, the optimal lags are either 1 or 2 which is in conformity with the recommendations by Pesaran and Shin (1999) for annual data. The detailed results are presented in Table 3.
Table 3: Optimal lag results
	Variable
	Optimal lag

	Panel A (All Industries)

	ICT
	2

	EMP
	1

	LP
	2

	RO
	2

	Panel B (More ICT intensive Industries)

	ICT
	2

	EMP
	2

	LP
	1

	RO
	1

	Panel C (Less ICT intensive industries)

	ICT
	1

	EMP
	1

	LP
	1

	RO
	2


Note: ICT=ICT intensity (%); LP=labour productivity growth rate (%); EMP= growth rate of employment (%); RO =real output growth rate (%)

4.2.2 Unit Root Test Results
The results of the IPS unit root test are presented in Table 4. Three varying outcomes were derived after performing the IPS stationarity test. The first outcome is that, for Panels A and C, IPS-statistics are statistically significant at 1% in the level forms of the variables ICT intensity, employment, labour productivity and output. This means that these variables are stationary in their level forms (i.e. integrated of order I (0)) and therefore requires no differencing.
Table 4: Panel unit root test results
	Variable
	IPS-statistic
	P-values
	Order of integration

	Panel A: All industries
	

	ICT
	-2.41152***
	0.0079
	I(0)

	LP
	-5.76321***
	0.0000
	I(0)

	EMP
	-5.55652***
	0.0000
	I(0)

	RO
	-6.54138***
	0.0000
	I(0)

	Panel B: More ICT industries
	

	ICT
	-0.60147
	0.2738
	I(1)

	ΔICT
	-5.115***
	0.0000
	

	LP
	-3.51433***
	0.0002
	I(0)

	EMP
	-3.78996***
	0.0001
	I(0)

	RO
	-3.78873***
	0.0001
	I(0)

	Panel C: Less ICT industries
	

	ICT
	-2.94489
	0.0016
	I(0)

	LP
	-7.04130
	0.0000
	I(0)

	EMP
	-6.86551
	0.0000
	I(0)

	RO
	-8.91867
	0.0000
	I(0)


Notes: IPS-statistic=Im, Pesaran and Shin W-stat; *** indicates significance at 1% level; the test equation is the intercept.


The second outcome is that, for Panel B, three variables, labour productivity, employment and output are significant at 1% in their level forms while the ICT intensity variable is not. This means that the three variables are stationary in their level forms (i.e. integrated of order I (0)) and therefore requires no differencing. On one hand, the variable ICT intensity became stationary after first-differencing, which implies that it is integrated of order I (1). The third outcome, the overall finding, is that the variables in Panels A and C are integrated of order I
(0) while those in Panel B are integrated of different orders (i.e. a combination of order I (1) and I (0)).
4.2.3 Cointegration Test Results
The unit root test results proved that the variables are integrated of different orders which justifies the use of Bounds Cointegration Test which is applicable regardless of whether variables are I (1) or I (0). This section, therefore, reports on the empirical results of the Bounds Test which is applied to prove if a long-run relationship exists among variables. The Bound Test results are presented in Table 5.
Table 5: Bound Test Cointegration Results

	Dependent variable
	AIC lags
	Computed F- statistic
	Is there cointegration?
	ARDL or ECM?

	
	Panel A: All industries

	ICT
	2
	1.90
	No
	ARDL

	EMP
	1
	4.95
	Yes
	ECM

	LP
	2
	5.73
	Yes
	ECM

	RO
	2
	8.75
	Yes
	ECM

	
	Panel B: More ICT intensive industries



	ICT
	2
	2.1
	No
	ARDL

	EMP
	2
	18.90
	Yes
	ECM

	LP
	1
	15.70
	Yes
	ECM

	RO
	1
	10.07
	Yes
	ECM

	
	Panel C: Less ICT intensive industries

	ICT
	1
	6.87
	Yes
	ECM

	EMP
	1
	32.86
	Yes
	ECM

	LP
	1
	38.25
	Yes
	ECM

	RO
	2
	30.79
	Yes
	ECM

	Critical values 10%
5%
1%
	
	I(0) 2.37
2.79
3.65
	I(1) 3.2
3.67
4.66
	



The findings for Panels A and B show that the null hypothesis of no cointegration cannot be rejected when ICT is set as the dependent the variable. This is because the F-statistic values are lower than the critical values for both the I (0) and I (1). This implies that there is no evidence of a long-run relationship among variables when ICT is the dependent variable. Contrariwise, the null hypothesis of no cointegration is rejected when the variables EMP, LP and RO are specified as the dependent variable. This is on the grounds that the F-statistic values are higher than all the critical values for both the I (0) and I (1). The findings, therefore, validate the existence of a long-run relationship amongst the variables when the variables EMP, LP and RO are taken as the dependent variables.
In terms of Panel C, the findings are that the null hypothesis of no cointegration is rejected when all the variables are specified as the dependent variables. This is because the F-statistics values (ICT (6.87), EMP (32.86), LP (38.25) and RO (30.79)) are greater than all the critical values for both I (0) and I (1) Bounds. The results, therefore, provide evidence of a long-run relationship amongst the variables regardless of which variable is the dependent variable.
4.2.4 PMG Results
The Bound Test results showed whether cointegration exists among variables. However, the Test (as is the case with other Cointegration Tests) is only limited to the nature of cointegration (i.e. whether cointegration exists or not). The Test, therefore, do not provide evidence of short- run and/or long-run causal effects among variables. To address this delimitation, we estimated the ARDL to determine the short-run effects (in cases where the long-run relationship does not exist) and both the short-run and long-run effects (in cases where a long-run relationship exists). Since the study focuses on assessing the ICT-led growth, the discussion is limited to the effects of ICT intensity on the growth of employment, labour productivity and output. The results from the ARDL and ECM estimates for Panels of industries are presented in Table 6.
Table 6: Short-run and long-run effects for Panel of industries
	Dependent
variable
	Short-run effect
	Long-run effects
	ECT-1

	
	ICT
	EMP
	LP
	RO
	ICT
	EMP
	LP
	RO
	

	Panel A: All industries

	ICT
	-
	0.01
(0.69)
	0.00
(0.921)
	0.00
(0.84)
	-
	N/A
	N/A
	N/A
	N/A

	EMP
	0.00
(0.789)
	-
	-0.00
(0.435)
	0.00
(0.340)
	0.81
(0.690)
	-
	-0.83***
(0.000)
	1.01***
(0.000)
	-0.62***
(0.000)

	LP
	-0.03 ***
(0.000)
	-0.42
(0.132)
	-
	0.16
(0.368)
	-1.13***
(0.000)
	1.40
(0.546)
	-
	1.20 ***
(0.000)
	-0.48***
(0.000)



	RO
	-0.14**
(0.032)
	-0.09
(0.368)
	-0.03
(0.259)
	-
	0.71***
(0.000)
	-0.26
(0.874)
	0.62***
(0.000)
	-
	-0.37***
(0.000)

	Panel B: More ICT intensive industries

	ICT
	-
	-0.00
(0.998)
	0.00
(0.894)
	-0.00
(0.931)
	-
	N/A
	N/A
	N/A
	N/A

	EMP
	0.25* (0.072)
	-
	-0.01
(0.822)
	-0.12
(0.375)
	0.41
(0.290)
	-
	-0.62*** (0.000)
	0.52*** (0.000)
	-0.38*** (0.000)

	LP
	-0.07
(0.725)
	-0.00
(0.994)
	-
	-0.47***
(0.005)
	0.48*
(0.06)
	-0.94
(0.334)
	-
	0.78**
(0.014)
	-0.87***
(0.000)

	RO
	0.09
(0.407)
	0.15
(0.156)
	0.14 **
(0.03)
	-
	0.39**
(0.028)
	-0.005
(0.874)
	0.19***
(0.000)
	-
	-0.75***
(0.000)

	Panel C: Less ICT intensive industries

	ICT
	-
	0.00
(0.799)
	-0.02*
(0.095)
	0.06**
(0.041)
	-
	-0.09
(0.28)
	-0.04
( 0.229)
	-0.029
(0.745)
	-0.42***
(0.000)

	EMP
	0.58 *
(0.07)
	-
	-0.05
(0.265)
	0.14
(0.178)
	-0.181
(0.359)
	-
	-0.28***
(0.000)
	0.31***
(0.001)
	-0.98***
(0.000)

	LP
	-0.02
(0.915)
	-0.42
(0.558)
	-
	-0.493**
(0.038)
	-1.52***
(0.000)
	-0.49
(0.334)
	-
	0.74**
(0.025)
	-0.97***
(0.000)

	RO
	-0.22*** (0.007)
	-0.27
(0.263)
	-0.05
(0.150)
	-
	0.27*** (0.002)
	-0.002
(0.88)
	0.13*** (0.002)
	-
	-0.89*** (0.000)


Note 1: Figure in parenthesis are the P-values; Note 2: ***, **, * indicate significance at 1%, 5% and 10% respectively


The PMG findings show that ICT intensity has no significant effect on the employment growth of Panel A (i.e. aggregated industries) in both the short and long-run. However, positive significant effects are notable only in the short-run for both Panels B and C (the less and more ICT intensive industry groups). Further to this, ICT yields a negative effect on labour productivity of the aggregated agro-processing industries and less ICT intensive industry group in both short-and long-run. Nonetheless, positive significant effects are notable only in the short-run for the more ICT intensive group. Also, while ICT intensity yields positive significant effects on output growth of both the less and more ICT intensive groups, its effect is higher for the more ICT intensive group.
4.2.5 Granger Causality Test Results
While previous techniques examined the presence of a relationship among variables and effects thereof, it is said that the existence of a relationship between variables does not prove causality. Hence, the TY Non-Granger Causality Test is applied to test for the existence of causality and the direction of the causal relationship among variables. The multivariate Granger causality results are presented in Table 7.
Table 7: Multivariate TY Non-Granger Causality Test results

	Panel A (All industries)

	Dependant Variable
	Independent variables

	
	ICT
	LP
	EMP
	RO

	ICT
	-
	1.843 (0.397)
	0.751(0.686)
	3.780 (0.151)

	LP
	2.104(0.349)
	-
	0.422 ( 0.809)
	16.49*** (0.000)

	EMP
	1.877(0.391)
	0.959(0.6190)
	-
	1.145 (0.564)

	RO
	2.103 (0.349)
	4.898* (0.086)
	7.315** (0.025)
	-

	Panel B (More ICT intensive industries)

	
	ICT
	LP
	EMP
	RO

	ICT
	-
	0.886 (0.6419)
	1.482 (0.476)
	2.113 (0.347)

	LP
	0.815 (0.665)
	-
	0.516 (0.772)
	5.974* (0.050)

	EMP
	3.204* (0.073)
	1.174 (0.555)
	-
	2.029 (0.362)

	RO
	2.922(0.232)
	2.879 (0.237)
	2.055 (0.357)
	-

	Panel C (Less ICT intensive industries)



	
	ICT
	LP
	EMP
	RO

	ICT
	
	0.831(0.361)
	0.042 (0.836)
	0.006 (0.720)

	LP
	1.228 (0.267)
	-
	0.483	(0.486)
	6.396**
(0.011)

	EMP
	3.544(0.169)
	1.895 (0.168)
	-
	2.094 (0.147)

	RO
	0.272(0.601)
	0.113 (0.736)
	0.019 (0.888)
	-


Note 1: ICT =ICT intensity (%); LP=labour productivity growth rate (%); EMP=growth rate of employment (%); RO =real output growth rate (%). Note 2: Figures in parenthesis are the p-values; Note 3:* Significant at 10 % level; ** Significant at 5% level; *** Significant at 1% level.


The TY Granger Causality Test findings signify that there is no causal relationship between ICT intensity and growth in labour productivity, employment and output of the agro-processing industries (i.e. Panel A). These results are in conformity with the general findings that the causal effects of ICT are undetectable when industries are aggregated. In the same vein, the Test found no evidence of a causal relationship for the less ICT intensive group. On the contrary, evidence of a causal relationship is only observable between ICT intensity and employment growth for the more ICT intensive group. These results are in conformity with the general findings that causal effects of ICT are detectable for industries that use ICT more, comparable to those that use ICT less.





5. Conclusion
This paper examined the extent to which ICT intensity contributes to the growth of labour productivity, employment and output of the more and less ICT intensive industries. The PMG results proved that ICT intensity yields higher positive significant effects on output growth of the more ICT intensive industries. On one hand, the TY tests detected evidence of a causal relationship between ICT intensity and employment growth of the more ICT intensive industries. These findings are in conformity with the general findings that the causal effects of ICT are detectable for industries that use ICT most intensively. Overall, this paper provides evidence of ICT-led growth for South Africa’s agro-processing industries that use ICT most intensively.






























REFERENCES	Comment by ndahmath@gmail.com: Please use references that are at least 5 years old, unless you are using a reference that is a primary source.
Abri, A.G. and Mahmoudzadeh, M. 2015. Impact of Information Technology on Productivity and Efficiency in Iranian Manufacturing Industries. Journal of Industrial Engineering International, 11: 143-157.
Atasoy, H. 2013. The effects of broadband internet expansion on labour market outcomes.
Industrial and Labor Relations Review, 66 (2): 315-345.
Becchetti, L., Bedoya Londono, D.A. and Paganetto, L. 2003. ICT Investment, Productivity and Efficiency: Evidence at Firm Level Using a Stochastic Frontier Approach. Journal of Productivity Analysis, 20 (2):143-167.
Beil, R.O. Ford, G.S and Jackson, J.D. On the relationship between telecommunications investment and economic growth in the United States. International Economic Journal, 19 (1):3-9.
Belloum, M. 2014. The relationship between trade, FDI and economic growth in Tunisia: An application of the autoregressive distributed lag model. Economic Systems, 38 (2): 269-287.
Bloom, N., Sadun, R. and Van Reenen, J. 2012. Americans Do IT Better: US Multinationals and the Productivity Miracle. American Economic Review, 102: 167-201.
Caporale, G.M. and Pittis, N. 1999. Efficient estimation of cointegrating vectors and testing for causality in vector autoregressions. Journal of Economic Surveys, 13:3-35.

Caragata P.J. and Giles, D.E.A. 2000. “Simulating the Relationship between the Hidden Economy and the Tax Level and Tax Mix in New Zealand.” In: Scully, G.W. and Caragata, P.J. (eds). Taxation and the Limits of Government. Springer: Boston, MA.
Chakraborty, C. and Nandi, B. Mainline’ telecommunications infrastructure, levels of development and economic growth: Evidence from a panel of developing countries. Telecommunications Policy, 35(2011): 441-449.
Clark, J. and Mirza, S.A. 2006. Comparison of some common methods of detecting Granger non-causality. Journal of Statistical Computation and Simulation, 76: 207-231.

Corrado, C., Haskel, J. and Jona-Lasinio, C. 2017. Knowledge Spillovers, ICT and Productivity Growth. Oxford Bulletin of economics and statistics, 79: 0305-9049.

Crandall,	R.W.	and	Singer,	H.J.	2010.	The	Economic	Impact	of	Broadband Investment. National Cable and Telecommunication Association, Washington D.C.
Dewan, S. and Kraemer, K.L. 2000. Information Technology and Productivity: Evidence from Country-Level Data. Management Science, 46: 548-562.
Dickey, D. and Fuller, W. 1979. Distribution of the Estimators for Autoregressive Time Series with a Unit Root. Journal of the American Statistical Association, 74: 427-431.
Engelbrecht, H. and Xayavong, V. 2006. ICT Intensity and New Zealand’s Productivity Malaise: Is the Glass Half Empty or Half Full? Information Economics and Policy, 18: 24-42.
Engle, R.F. and Granger, C.W.J. 1987. Cointegration and Error Correction Models: Representation, Estimation and Testing. Econometrica, 55: 251-276.
Etro, F. 2009. Endogenous Market Structures and the Macroeconomy. New York and Berlin, Springer.
Haghshenas, M., Kasimin, H., and Berma, M. 2013. Information and Communication Technology (ICT) and economic growth in Iran: Causality analysis. Jurnal Ekonomi Malaysia, 47:55-68.
Hong, J. 2017. Causal relationship between ICT R&D investment and economic growth in Korea. Technological Forecasting and Social Change, 116 (2017): 70-75.
Im, K.S., Pesaran, M.H. and Shin, Y. 2003. Testing for unit roots in heterogeneous panels.
Journal of Econometrics, 115: 53-74.
Jayakar, K. and Park, E.A. 2013. Broadband Availability and Employment: An Analysis of County-Level Data from the National Broadband Map. Journal of Information Policy, 3 (2013): 181-200.
Johansen, S. and Juselius, K. 1990. Maximum Likelihood Estimation and Inference on Cointegration with Applications to the Demand of Money. Oxford Bulletin of Economics and Statistics, 52: 169-210.
Johansen, S. 1998. Statistical Analysis of Cointegration Vectors. Journal of Economic Dynamics and Control, 12: 231-54.
Jorgenson, D. W. and Stiroh, K. J. 1995. Computers and Growth. Economics of Innovation and New Technology, 3: 295-316.

Jorgenson, D. W., and K. J. Stiroh. 1999. Information Technology and Growth. American Economic Review, 89: 109-115.
Khan, S., Lilenstein, K, Oosthuizen, M. and Rooney, C. 2017. “Correlates of ICTs and Employment in Sub-Saharan Africa.” Development Policy Research Unit (DPRU) Working Paper 201703. DPRU, University of Cape Town.
Kolko, J. 2012. Broadband and local growth. Journal of Urban Economics, 71(1): 100-113.
Kuppusamy, M., Raman, M. and Lee, G. 2009. Whose ICT investment matters to economic growth: private or public? The Malaysian perspective. EJISDC, 37: 1-19.
Landes, D. S. 1976. “The Unbound Prometheus: Technological Change and Industrial Development in Western Europe from 1750 to the present.” Second edition. Cambridge: Cambridge University Press.
Lee, S.T., Gholami, R. and Tong, T.Y. 2005. Time Series Analysis in the Assessment of ICT Impact at the Aggregate Level: Lessons and Implications for the New Economy. Information and Management, 42: 1009-1022.
Lovrić, L. 2012. Information-communication technology impact on labor productivity growth of EU developing countries. Proceedings of Rijeka Faculty of Economics, University of Rijeka, 30 (2): 223-245.
Masood, S. 2012. “The Telecommunications (ICT) Investment and Economic growth (GDP): A causality analysis-case study of Sweden”. Master’s thesis. School of Social Sciences, Södertörn University.
Moshiri, S. 2016. ICT Spillovers and Productivity in Canada: Provincial and Industry Analysis. Economics of Innovation and New Technology, 25: 801-820.
Ng, S. and Perron, P. 1995. Unit Root Tests in ARMA Models with Data-Dependent Methods for the Selection of the Truncation Lag. Journal of the American Statistical Association, 90: 268-281.
Ng, S. and Perron, P. 2001. Lag Length Selection and the Construction of Unit Root Tests with Good Size and Power.  Econometrica, 69: 1519-1554.
Organisation for Economic Co-operation and Development (OECD). 2016. ICTs and jobs: complements or substitutes? The effects of ICT investment on labour demand by skills and by industry in selected OECD countries. Working Party on Measurement and Analysis of the Digital Economy. Accessed on 17 June 2017. http://www.oecd.org.
Oliner, S. D. and Sichel, D. E. 1994. Computers and Output Growth Revisited: How Big is the Puzzle? Brookings Papers on Economic Activity, 1994: 273-317.
Pantea, S., Biagi, F and Sabadash, A. 2014. Are ICT Displacing Workers? Evidence from Seven European Countries. JRC Technical Report. Digital Economy Working Paper 2014/07.
Papaioannou, S. and Dimelis, S. 2007. Information Technology as a Factor of Economic Development: Evidence from Developed and Developing Countries. Economics of Innovation and New Technology, 16: 179-194.
Payne, J.E. 2010. Survey of the international evidence on the causal relationship between energy consumption and growth. Journal of Economic Studies, 37 (1): 53-95.

Pedroni, P. 1999. Critical values for cointegration tests in heterogeneous panels with multiple regressors. Oxford Bulletin of economics and statistics, 61: 653-670.
Pesaran, M.H. and Shin, Y. 1995. Autoregressive Distributed Lag Modeling Approach to Cointegration Analysis. DAE Working Paper Series, No. 9514. Department of Applied Economics, University of Cambridge.
Pesaran, M.H. and Smith, R. P., 1995. Estimating long-run relationships from dynamic heterogeneous panels. Journal of Econometrics 68: 79-113.
Pesaran, M.H. Shin, Y. and Smith, R. J. 1996. Testing the Existence of a Long Run Relationship. DAE Working Paper Series, No. 9622. Department of Applied Economics, University of Cambridge.
Pesaran, M.H. 1997. The Role of Economic Theory in Modeling the Long Run. Economic Journal, 107: 178-191.
Pesaran, M.H. and Shin, Y. 1999. An Autoregressive Distributed Lag Modeling Approach to Cointegration Analysis, in: Strøm, S. (Ed.), Econometrics and Economic Theory in the 20th Century. The Ragnar Frisch Centennial Symposium, 371-413. Cambridge: Cambridge University Press.
Pesaran, M.H. Shin, Y. and Smith, R.P. 1999. Pooled Mean Group Estimation of Dynamic Heterogeneous Panels. Journal of the American Statistical Association, 94: 621-634.
Pesaran, M.H., Shin, Y. and Smith, R.J. 2001. Bounds testing approaches to the analysis of level relationship. Journal of Applied Economics, 16: 289-326.
Phillips, P. and Ouliaris, S. 1990. Asymptotic Properties of Residual Based Tests for Cointegration. Econometrica, 58: 165-193.
Pradhan, R.P., Arvin, M.B., Bahmani, S., Norman, N. R and Bele, S.K. 2014. Economic growth and the development of telecommunications infrastructure in the G-20 countries: A panel-VAR approach. Telecommunications Policy, 38: 634-649.
Quantec. 2018a. South African Standardised Industry Indicator Database. Accessed 04 May 2018. www.quantec.co.za
Quantec. 2018b. Trend Tables of the South African Standardised Industry Indicator Database.
Accessed on 04 May 2018. www.quantec.co.za
Quantec. 2018c. South African Standardised Industry Indicator Database: Sources and Description. Accessed 02 February 2018. https://www.easydata.co.za/documents/IND/folder/documentation/
Rei, C.M. 2004. Causal evidence on the “productivity paradox” and implications for managers. International Journal of Productivity and Performance Management, 53(2):129- 142.
Rosenberg, N. 1982. “Inside the black box: Technology and economics.” Cambridge: Cambridge University Press.
Sallahuddin, H., Abu, B.N and Hussin, A. 2014. Analysis of FDI Inflows into China from ASEAN-5 Countries: A Panel Cointegration Approach. Journal of Economic Cooperation & Development, 35 (3):1-28.

Salahuddin, M. and Gow, J. 2016. The effects of Internet usage, financial development and trade openness on economic growth in South Africa: A time series analysis. Telematics and Informatics 33 (2016): 1141-1154.
Shahbaz, M., Rehman, I.U., Sbia, R. and Hamdi, H. 2016. The Role of Information Communication Technology and Economic Growth in Recent Electricity Demand: Fresh Evidence from Combine Cointegration Approach in UAE. Journal of Knowledge Economy, 7: 797-818.
Shahiduzzaman, M., Layton, A. and Alam, K. 2015. On the contribution of information and communication technology to productivity growth in Australia. Economic Change Restructuring 48(3-4): 281-304.
Stiroh, K.J. 2002. Information Technology and the US Productivity Revival: What Do the Industry Data Say? American Economic Review 92: 1559-1576.
Strauss, H. and B. Samkharadze. 2011. ICT Capital and Productivity Growth. European Investment Bank (EIB) Papers, Vol. 16, Iss. 2, pp. 8-28. Luxembourg: EIB.
Toda, H.Y. and Yamamoto, T. 1995. Statistical inference in vector autoregressions with possibly integrated process. Journal of Econometrics, 66: 225-250.
Vu, K.M. 2013. Information and Communication Technology (ICT) and Singapore’s economic growth. Information Economics and Policy, 25(4): 284-300.
World Bank. 2012. “ICT for Greater Development Impact: World Bank Group Strategy for Information and Communication Technology, 2012-2015.” Accessed 12 May 2017. https://openknowledge.worldbank.org/handle/10986/27411.
World Bank. 2017. South Africa Economic Update, Innovation for Productivity and Inclusiveness. Washington, D.C: World Bank.
World Economic Forum. 2013. “The Global Information Technology Report: Growth and Jobs in a Hyper connected World”. Accessed on 4 August 2017. http://www3.weforum.org/docs/WEF_GITR_Report_2013.pdf
Zachariadis, T. 2007. Exploring the relationship between energy use and economic growth with bivariate models: New evidence from G-7 countries. Energy Economics, 29(6): 1233-1253.


image1.png




image2.png




