
This chapter focuses on the theme of modern digital control for modern digital control
is a main trend and control fashion in present industry. In this chapter ， the basic
conceptions on modern digital control are narrated and explained to understand modern
digital control system. Then stability and steady-state error are analyzed and deduced.
Beside these, transient response, gain and nonlinear state observer are also introduced to
further analyze a given digital control system. Furthermore, some key elements and
applications in digital control are narrated and enumerated.

Objectives
When you have finished this chapter, you should be able to:
 Know popular reason of modern digital control and its some basic concepts.
 Draw the block diagram of digital control of a given analogue system
 Learn how to analyze the stability and observability of digital control system.
 Design or select a digital compensator.
 Recognize some main applications of digital control.

11.1 Introduction

The use of a digital computer as a controller device has grown quickly during the past
several decades as the price and reliability of digital computers have been improved
dramatically. The structure diagram of digital control system is shown in figure11.1.

Figure11.1 Block diagram of a typical closed-loop digital control or computer control system
The system under control is a continuous-time system(i.e., motor, robot, electrical

power plant etc). The “heart” of the controller is a digital computer. This digital computer
receives and operates on signals in digital form, as contrasted to continuous signals. In
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nature, a digital control system uses digital signals and a digital computer to control a
process. The measurement data is converted from analogue signal to digital signal. This
course is a A/D converting course. A A/D converter converts a continuous-time signal into
a discrete-time signal at times specified by a clock. After processing the input, digital
controller provides an output in digital form. This output is then converted into analog
signal by D/A converter. The D/A converter, in contrast, converts the discrete-time signal
output of the computer to a continuous-time signal to be fed to the system. The D/A
converter normally includes a sampling hold circuit. The quantizer Q converts a
discrete-time signal to binary digits.

The controller may be designed to satisfy simple, as well as complex, specifications.
Hence, it may operate as a simple logic device as in programmable logic controllers(PLCs),
or make dynamic and complicated processing operations on the error between desired input
and actual output to produce a suitable input to control the system. This control input  tu
to the actuating system must be such that the behavior of the closed-loop system satisfies
desired specifications.

The digital control systems are used in many applications: machine tools, metal
processes, chemical processes, aircraft control and automobile traffic control,automobile,
radar tracking systemand so on. At present, the digital control systems are changing our life
and manufacturing mode in industrial fields.

The problem of realizing a digital controller is mainly one of developing a computer
program. Digital controllers present significant advantages over classical analog controllers.
Some of these advantages are as follows:

(1) Digital controllers have greater flexibility in modifying the controller’s content.
Indeed, the controller’s content may be confirmed by programming. For classical analog
controller, its content has been fixed, and its content is not almost adjusted. If do, there will
be expensive cost and complex procedures.

(2) Data processing is very simple. Complex computations may be performed in a fast
and convenient and uniform way. Analog controller do not have such convenience.

(3) Digital controllers are superior over analog controllers with regard to the
following characteristics:

A. Sensitivity
B. Drift effects
C. Internal noise
D. Reliability.
E. Digital sensor and actuator
F. Microprocessor
G. Flexible algorithm configuration

(4) Digital controller is cheaper than analog controller. Though the price of plenty of
goods and service is increasing, the cost of digital circuit continues to decrease. Advance in
very large scale integration technology makes it possible to fabricate better, cheaper, and
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more reliable integration chip including digital controller and to offer them to consumer at
a lower price. This makes the use of digital controller become more economical and more
convenient and more reliable.

(5) Digital controllers are considerably smaller in size than analog controller.
(6) Digital controllers are more accurate than analog controllers. As we know, digital

signals are represented in terms of zeros and ones with typically 12 bits or more to
represent a single number. This involves a very small error as compared to analog signals
where noise and power supply drift are always present. Furthermore, the digital processing
of control signals involves addition and multiplication by stored numerical values. The
errors that result from digital representation and arithmetic are negligible. By contrast, the
processing of analog signals is performed using components such resistors and capacitors
with actual values that vary significantly from the nominal design vales.

However, digital controllers have certain disadvantages compared with analog
controllers. The most significant disadvantages is due to the error introduced during
sampling analog signals, as well as during the quantization of discrete-time signals.

The mathematical background necessary for the study of digital control systems is the
Z-transform which has been narrated in chapter2. The Z-transform facilitates the analysis
and design of discrete-time control system in an analogous way to that Laplace transform
does for the continuous-time control systems. Hence, before further learning the content of
chapter11, suggest that readers should review the Z-transform given in chapter2.

11.2 Description and Analysis of Digital Control Systems

11.2.1 Description of linear time-invariant discrete-time systems

Linear discrete-time system means that system could operate directly with
discrete-time signals. In this case, the input as well as output of system is discrete-time
signal. A well-known discrete-time system is digital computer. In this case the input  ku
and output  ky are number sequence (usually 0 and 1). Such type of system will be
described in difference equation. The block diagram of discrete-time system is shown in
figure11.2.

Besides input and output in
figure11.2, there are
data-converting parts such as A/D
and D/A parts in digital controller,
and the analogue-to-digital part in
measurement device. These data-converting parts are called data-sampling system which is
used to implement the conversion between analogue and digital signals.

From the viewpoint of mathematical expression, the discrete-time system description

Figure11.2 The block diagram of discrete-time system
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implies the determination of a law which assigns a output sequence  ky to a given input

sequence  ku seen in figure11.3. The specific law connecting the input sequence  ku and

output sequence  ky constitutes mathematical model of a discrete-time system.
Symbolically, this relation can be expressed as follows:

Figure11.3 Block diagram of discrete-time system
    kuQky  (11.1)

Here, sign Q is a discrete operator. Discrete-time system has plenty of characteristics,
here some interesting and special characters are listed out below:

1. Linearity
A discrete-time system is linear if the following relation is found:

              kyckyckuQckuQckuckucQ 221122112211  (11.2)

For every 21, cc and    kuku 21 , , where 21, cc are constants and

    kuQky 11  is the output of the system with input  ku1 and     kuQky 22  is the

output of the system with input  ku2 .
2.Time-invariant system
A discrete-time system is time-invariant if the following relation for every 0k holds

true:
    00 kkykkuQ  (11.3)

Equation(11.3) shows that when the input to the system is shifted by 0k units, the

output of the system is also shifted by 0k units.

Figure11.4 (a) summation units, (b) amplification units, (c) delay units.
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3.Causality
When the input of discrete system   0ku for 0kk  , a discrete-time system is

called causal if the output   0ky for 0kk  . If a causal input  ku causes a causal

response(output)  ky , such discrete-time system is causal.
A linear time-invariant causal discrete-time system involves the following components:

summation units, amplification units, and delay units. The block diagram of all three basic
components is shown in figure11.4. The delay unit is the designated as 1z , meaning that
the output of system is identical to the input delayed by a time unit.

When these three components are suitably combined and interconnected, a
discrete-time system may be formed, for example, the first-order discrete-time system
shown in figure11.5. According to the summation of three signals, we can write out the
following relation:

       11 110  kyakubkubky

Namely,
       11 101  kubkubkyaky (11.4)

Figure11.5 Block diagram of first-order discrete-time system
As we have known in chapter2, the difference equation may be utilized to describe

discrete-time system, which is only one kind of ways describing discrete system such as
transfer function, state space model, impulse response and so on. To some extent,
discrete-time system is only a special case of continuous-time system.

These four describing methods will be selected and reviewed for discrete-time system
since they have been given in chapter2.

1. Difference equation
This describing method is very common. The general form of a difference equation is

as follows:
           mkubkubkubnkyakyaky mn   11 101 (11.5)

The initial conditions are      nyyy  ,,2,1  . The solution of equation
(11.5) may be found either in the time domain(employing method is similar to those for
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solving a differential equation in the time domain) or in the complex frequency or
Z -domain using the Z -transform.

2. Transfer function
The transfer function of a discrete-time system is denoted by  zH and is defined as

the ratio of the Z -transform functions of output  ky and input  ku under the

condition     0 kuky for all negative values of k namely 0k . That’s

    
  

 
 zU
zY

kuZ
kyZzH  , where     0 kuky for 0k (11.6)

The transfer function of system described by the difference equation(11.5), with
    0 kuky for 0k , is determined as follows:

The both sides of equation(11.5) are multiplied by the term kz and same terms are
added and merged in k difference equations for  ,,2,1,0 k to yield
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Using the Z -transform time-shifting property and the assumption     0 kuky
for 0k , above equation(11.7) can be simplified by Z -transform definition as follows:

             zUzbzUzbzUbzYzazYzazYzazY m
m

n
n

   1
10

2
2

1
1 (11.8)

Hence, in terms of definition in equation(11.6), equation(11.8) can be written into the
following rational polynomial form:

 
  n

n

m
m

zazaza
zbzbzbb

zU
zY
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
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



2
2

1
1

2
2

1
10

1
(11.9)

3. Impulse response
The impulse response of a system is denoted by  kh and is defined as the output of

a system when its input is the unit impulse sequence  k under the constraint that the

initial conditions      nyyy  ,,2,1  are zero. The block diagram definition of
the impulse response is shown in figure11.6.

Figure11.6 Block diagram of discrete-time impulse response
The transfer function  zH and the weight function  kh are related by the following

equation:
    khZzH  (11.10)

Equation(11.10) indicates that  zH is the Z -transform of function  kh ( it is
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called weight function, too).
4. State-space equation
State-space equation or simple state equations are a set of first-order difference

equations which are used to describe high-order systems and which have the following
form:

     kBukAxkx 1 (11.11a)

     kDukCxky  (11.11b)

    nm RkxRku  , and   pRky  , are the input, state, and output vectors

respectively. And CBA ,, and D are constant matrices with different dimensions.

Here, we postulate     kyZzY  and     kuZzU  . Then , the transfer function

matrix  zH in equation(11.11) may be gained by

    DBAzECzH unit  1 (11.12)

The impulse response matrix  kh is given by

    







 


0,
0,

1
1

kforBCA
kforD

zHZkh k (11.13)

11.2.2 Analysis of linear time-invariant discrete-time systems

On the basis of different description methods above, the analysis of linear
time-invariant discrete-time system will be done, which each analyzing method
corresponds to one of four description models.

1. Analysis of difference equation
Here, we will utilized an example to illustrate the analysis of difference equation.
Example11.1 A discrete -time system is described by the following difference

equation with the initial condition  1y .

     1 kaykbuky
Please solve the difference equation.
Solution
The difference equation may be solved to determine  ky by using the Z -transform

as follows. Take the Z -transform of both sides of the equation to yield
        1 kyaZkubZkyZ

Or
        11   yzYzazbUzY

Thus

              
az
zay

az
zzbU

az
ayzbUz
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ayzbUzY


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






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


 
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1

1
1

Assume that the excitation  ku is the unit step sequence, then the Z -transform of
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excitation  ku is the following:

    
1


z
zkuZzU

Hence,
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Take the inverse Z -transform to yield

    11

11
1 





 kk a

a
b

a
byaky

When 1a , the output  ky clearly trends to convergence. The initial

condition  ky only affects the transient response.Hence, the steady-state output ssy can

be obtained as follows:

 
a
bkyss 


1

2. Analysis of transfer function
The input  zU , output  zY , and transfer function  zH are related by the following

equation:
     zUzHzY 

Hence,
         zUzHZzYZky 11   (11.14)

Steady-state output:
        zUzHZkyky

kkss
1limlim 


 (11.15)

3. Analysis of impulse response
The input  ku , output  ky , and transfer function  kh are related by the following

convolution equation:

         





i

ikhiukhkuky * (11.16)

If the system is causal, for example if   0,0  kforkh , then relation(11.16)
becomes

         









00 ii

ihikuikhiuky (11.17)

If both the system and the input signal are causal, i.e., if   0kh and   0ku for
0k , then equation(11.17) becomes

         



k

i

k

i
ihikuiuikhky

00
(11.18)
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Then the output value      kyyy ,,1,0  can be acquired from equation(11.18)
as follows:

     
         

             

             0110

0211202
01101

000

ukhkuhkuhky

uhuhuhy
uhuhy

uhy











Or written compactly as
UhHuy  (11.19)
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Equation(11.19) can be used to determine the impulse response  kh if the input  ku
and the output  ky are given. Then we have

  00,1   uifyUh
Above procedure is deconvolution procedure in fact since it is the reverse of

convolution. And it constitutes a simple identification method for a discrete-time system.
4. Analysis of state equation
Solution of state equation can be given in chapter3 for linear time-invariant

homogeneous system. For common difference equation, the solution form is similar to that
in chapter3. From equation(11.11a), we can get the difference equation with constant
coefficient matrices:

     kBukAxkx 1 (11.20)
Then, we have
For 0k :      001 BuAxx 

For 1k :
            

         





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0

122 0100

100112

i

i iBuAxABuABuxA

BuBuAxABuAxx

For 2k :
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              
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For 3k :
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Similarly, we can write out the following general expression for ,6,5,4k :

     





1

0

10
k

i

ikk iBuAxAkx (11.21)

Proof
Mathematical induction is here utilized to demonstrate above deducing conclusion.
Postulate there are system state vector  0x and input vector  0u under initial

condition.
When 1k , from equation(11.21) we have the following expression:

           10002 2
1

0

12 BuABuxAiBuAxAx
i

i  




Then from equation(11.20) we may calculate out the following expression for 1k :

                  

   





1

0

12

2

0

100100112

i

i iBuAxA

BuABuxABuBuAxABuAxx

Hence, when 1k , the expression from equation(11.21) is correct.
Then, we postulate that when kk  , there is also the following form expression

which is also correct.

     





1

0

10
k

i

ikk iBuAxAkx

When 1 kk , from equation(11.20) we can write out
     kBukAxkx 1

 kx is substituted into above expression, and get

             

            
         

 



















































11

0

111

0

1

11

1

0

1
1

0

1

00

1100

001

k

i

ikk
k

i

ikk

ikkkk

k

i

ikk
k

i

ikk

iBuAxAiBuAxA

kBukABuiBuABuABuAxA

kBuiBuAxAkBuiBuAxAAkx



From equation(11.21), we may get the following expression when 1 kk

       
 






 
11

0

111 01
k

i

ikk iBuAxAkx
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Hence, when 1 kk , expression(11.21) is always found; namely, the deducing
conclusion(11.21) is correct.

According to equation(11.11), we may write out

           




 
1

0

10
k

i

ikk kDuiBuACxCAkDukCxky (11.22)

In equations(11.21) and (11.22), the matrix kA is state transition matrix which has
been narrated in chapter3, and it is denoted as follows:

  kAk  (11.23)

The matrix  k is analogous to the matrix  t of continuous-time system.

The state vector  kx can be also calculated from equation(11.11a) using the
Z -transform. Take the Z -transform of both sides of the equation(11.11a) to yield

       zBUzAXzxzzX  0
Or

         011 xAzEzzBUAzEzX unitunit
 

Taking the inverse Z -transform for above equation, we have

         




 
1

0

11 00
k

i

ikkkk iBuAxAkBuAxAkx (11.24)

Equation(11.24) is the same as equation(11.21), as expected. It is evident that the state
transition matrix can be expressed as

    11   AzEzZAk unit
k (11.25)

When the initial conditions hold for 0kk  , the above similar results have the

following general forms:
  0

0, kkAkk  (11.26a)

             








 
1

0
00

1

0

1
0 10

k

i

k

i

ikkk iBuikkxkkiBuAkxAkx  (11.26b)

       

         
















1

0
00

1

0

1
0

1

0

k

i

k

i

ikkk

kDuiBuikCkxkkC

kDuiBuACkxCAky


(11.26c)

Example11.2 For a discrete -time system, please find the state and the output vectors
with zero initial condition, related matrices are as follows:












32
10

A , 









1
0

b , and 








1
1

c

Solution
In terms of equation(11.25), we have

        












 

22
1

2
3

23
1

zz
zzz

zz
AzEzkZz unit
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Hence

 

 
























































2323
2

2323
3

2

2
1

2
1

2
1

2
1

zz
zZ

zz
zZ

zz
zZ

zz
zzZ

k

These results can be checked as follows. Since   kAk  , it follows that   unitE0

and   A1 . Moreover, from the initial value theorem it follows that

    unitz
Ez 










 10
01

lim0 

Since the initial conditions are zero, the state vector can be calculated as follows:

         
    










 
22

1

21
1

z
z

zz
zBU

z
zzBUAzEzX unit



Using the inverse Z -transform for above expression, we can obtain

       











 

k
k

zXZkx
k

k

122
121

From this expression, it follows that   00 x . Finally, the output of the system is
given by the following expression:

      322312212  kkkkxCky kkkT

11.2.3 Description of sampled-data systems

1.Sampling hold circuit
In modern control system, a continuous-time system is controlled using a digital

computer shown in figure11.1. As a result, the closed-loop system involves
continuous-time, as well as discrete-time, subsystems. To have a common base for the
closed-loop system, it is logical to use the same mathematical model for both
continuous-time and discrete-time systems. Difference equation may be used in such
mathematical model, which can unify the study of closed-loop systems, since the study
models and results such as transfer function, stability criteria, controller design and so on
can be extended to cover the case of discrete-time systems.

The practical problem which we often come across in such systems is that the output
of a discrete-time system, which is a discrete-time signal, may be the input to a
continuous-time system. And vice versa, the output of a continuous-time system, which is a
continuous-time signal, could be the input to a discrete-time system. This problem is dealt
with using converters. There are two types of converters: D/A converters, which convert
the discrete-time signals to analog or continuous-time signals, and A/D converters, which
convert analog or continuous-time signals to discrete-time signals(see section2.3.7). The
constantT is the sampling period which is up to sampling frequency. It is noted that before
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the discrete-time signal  kTy of the DA / converter is fed into a digital computer, it is
first converted to a digital signal with the help of a device called a quantizer(see figure11.3).
The digital signal is a sequence of 0 and 1 digits(see figure11.1).

In fact, sampling(A/D conversion) and desampling (D/A conversion) courses are
simply narrated in section1.3.2. Here, we will further demonstrate AD / conversion in
math.

A AD converter is actually a hold circuit which output  ty is a piecewise
constant function in figure11.1. Specifically, the operation of the hold circuit is described
by the following equations:

     TktkTforkTuty 1,  (11.27a)
or

    TforkTukTy   0, (11.27b)
In fact, the operation of a hold circuit, described by equation(11.27), can be

equivalently described (from a mathematical viewpoint) by the idealized hold circuit shown
in figure11.7.

Figure11.7 Hold circuit block diagrams:(a) hold circuit; (b) idealized hold circuit
Here, we assume that the signal  tu goes through an ideal sampler T , which output

 tu* is given by the following relation:

     





0

*

k
kTtkTutu  (11.28)

Obviously, the sampled signal  tu* is a sequence of impulse function. Applying
Laplace transform into equation(11.28), we then can get

   





0

*

k

skTekTusU (11.29)

Therefore, the output  sY can be gained as
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       














 


0

* 1
k

skT
sT

h ekTu
s
esUsGsY (11.30)

We would have arrived at the same results as in equation(11.30) if we had calculated
 sY of the hold circuit shown in figure11.7(a). Since the impulse response  th of the

hold circuit is a gate function, i.e.,      Tttth   , the output  ty should be the

convolution of  kTu and  th , i.e.,

            





0

*
k

TkTtkTtkTuthkTuty  (11.31)

Taking Laplace transform of equation(11.31), we can get

   
 















 


0

1

k

TksskT

s
eekTusY (11.32)

Equations(11.32) and (11.29) are identical. There, both configurations in figure11.7(a)
and (b) are equivalent with regard to the output  ty . It is clear that the device shown in
figure11.7b can not be realized in practice and it is used only because it facilitates the
mathematical description of the hold circuit.

2. Closed-loop feedback sampled-data system
As we have known, if the z -transform functions of the output sampled signal  ky

and input sample signal  kr are  zY and  zR respectively, the transfer function in the
z -domain is

   
 zR
zYzG  (11.33)

Figure11.8 System with sample output
If there are two samplers before and after a transfer function shown in figure11.8, we

can determine the sampled output. And we can use an output sampler to depict the
condition. We assume that both samplers have the sampling period and operate
synchronously. Then the following transfer function is required.

     zRzGzY  (11.34)
Then we can represent equation(11.34), which is
a z -transform equation using the block diagram
in figure11.9.

We consider closed-loop, sampled-data
control systems. Consider the system shown in
figure11.10(a). The sampled-data z -transform model of this figure with a sampled-output
signal  zY is shown in figure11.10(b). The closed-loop transfer function(using block

Figure11.9 The z -transform transfer
function in block diagram form
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diagram reduction) is

Figure11.10 Closed-loop feedback sampled-data systems

   
 

 
 zG
zG

zR
zYzT



1

(11.35)

Here, we assume that the  zG is the z -transform of      sGsGsG ph , where

 sGh is the zero-order hold, and  sGp is the process transfer function.

Now let’s consider the block diagram of closed-loop system in figure11.11(a) and (b).

Figure11.11(a) System with error sampler Figure11.11(b) System with two samplers
For the block diagram in figure11.11(a), we can deduce the error transfer function.

From figure11.11(a), we can write out the following transfer functions:
     
       sCsHsRsE

sEsGsC


 *

Merge above two equations to gain
         sEsGsHsRsE * (11.36)

Sample equation(11.35) and achieve

          sEsGsHsRsE ****  ,      sEsGsC *** 

namely,    
    *
*

*

1 sGsH
sRsE


 ,  

 
 

    *
*

*

*

1 sGsH
sG

sR
sC




Hence, the error transfer function and closed-loop sampled transfer function are
 
      **

*

1
1

sGsHsR
sE


 and  

 
 

    *
*

*

*

1 sGsH
sG

sR
sC


 (11.37)
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Their z -transform functions are

   
 zGH

zRzE



1

，      
 zGH
zGzRzC



1

Namely,

   
 

 
 zGH
zG

zR
zCz



1

 ,    
   zGHzR
zEze 

1

1 (11.38)

Similarly, for figure11.11(b), the following equations can be gained:
       
     
     sEsDsU

sUsGsC
sCsHsRsE

*

*







Then, sample above equations and then we have

                      sUsGsCsEsDsUsUsGsHsRsE ********** ,, 

Adjust and merge above sampled functions, then we have

   
      

       
      sDsGsH

sRsDsGsC
sDsGsH

sRsE
**

***
*

**

*
*

1
,

1 





Therefore, the closed-loop z -transform functions are

   
 

   
   zDzGH
zDzG

zR
zCz



1

 ,    
     zDzGHzR
zEze 

1

1 (11.39)

3. Converting methods from  sG to  zG

In order to convert a continuous-time transfer function  sG to the transfer

function  zG of corresponding discrete-time system, various techniques have been

proposed. Special method from  sG to  zG has been narrated in section2.3.7. In the
following, we will further present some of the most popular conversion techniques.

(1) The backward difference method
For simplicity, consider the simple case of a first-order system described by the

transfer function:

   
  as

a
sU
sYsG


 (11.40)

According to equation(11.40), we may get its differential equation with zero initial
condition.

auayy ' (11.41a)
Integrating both sides of the differential equation from 0 to t , we may obtain:

dtuadtyadt
dt
dy ttt

 
000

(11.41b)

We suppose that the sampling value of output value  ty at any sampling instants, i.e.,
at the points where kTt  , can be gained. Then the integral equation above can become

UNDER PEER REVIEW



Chaper11 Modern Digital Control

- 685 -

dtuadtyadt
dt
dy kTkTkT

 
000

(11.41c)

Here, T is sampling period constant.
Hence, we may acquire

     
kT kT

udtaydtaykTy
0 0

0 (11.41d)

Replacing kT by  Tk 1 from equation(11.37), we may get

       
 

 


Tk Tk
udtaydtayTky

1

0

1

0
01 (11.41e)

Subtracting equation(11.38) from equation(11.37), we further obtain

    
    


kT

Tk

kT

Tk
udtaydtaTkykTy

1 1
1 (11.41f)

Both terms on the right-hand side of equation(11.39) may be calculated approximately
in various ways. If approximation is realized by applying backward difference method,
equation(11.39) can become the following form:

        kTaTukTaTyTkykTy  1
Namely,

         kTukTyaTTkykTy  1 (11.42a)
Apparently, equation(11.40) is an equivalent difference equation from the differential

equation(11.34). To get  zG , we only need to take the Z -transform for equation(11.40)
to yield:

       zaTUzaTYzYzzY  1

Namely,

   
 

a
T
z
a

aTz
aT

zU
zYzG








 





 11 11
(11.42b)

Extending the results of above first-order transfer function to general case, we may
acquire the following equivality for discretizing  sG using the backward difference
method:

   










 



T
zs

sGzG 11 (11.43)

(2) The forward difference method
In this case, the approximation of the two terms of right-hand side of equation(11.39)

is done by the forward difference method. Working in the same way as in the previous case,
we arrive at the following result for the discretizing  sG using the forward difference
method:

          TkaTuTkaTyTkykTy 111  (11.44a)

       zUaTzzYaTzzYzzY 111   (11.44b)
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   
  a

Tz
z
a

aTzz
aTz

zU
zYzG















1

111

1

11
(11.44c)

Samely, also extending the results of above first-order transfer function to general case,
we may acquire the following equivality for discretizing  sG using the forward
difference method:

   









 
 


1

11
Tz
zs

sGzG (11.45)

(3) The bilinear transform method
The Tustin transformation(also called bilinear transformation) is deduced from

trapezoidal integration method. Such substitution may guarantee the stability of  zG and
has a certain simulation accuracy. The trapezoidal integration formula given is as follows:

    





  



12
1 kk yyTkyky (11.46a)

Taking the Z -transform of equation(11.46a), we may achieve

   


 yzTyz 1
2

1 (11.46b)

Then, applying Laplace transform on equation(11.46b), we can get

1
12





z
z

T
s (11.47)

Hence, the converting relation from  sG to  zG can be confirmed:

   














 


1

1

1
12
z
z

T
s

sGzG (11.48)

(4) The invariant impulse response method
In this case, both  sG and  zG present a common characteristic in that their

respective impulse functions  tg and  kTg are equal for kTt  . The following
relation is achieved when

         
kTt

sGLkTgwherekTgZzG


 1, (11.49)

(5) The invariant step response method
In this case, both  sG and  zG present a common characteristic in that their

respective step responses,i.e., the response  ty produced by the excitation   1tu and

the response  kTy produced by the excitation   1kTu , are equal for kTt  . This is
achieved when

   
kTts

sGL
z

zGZ

























1

1
1 1

1
1 (11.50)

Obviously, the left-hand side of equation(11.50) is equal to  kTy , whereas the

right-hand side is equal to  ty at kTt  . Applying the Z -transform on equation(11.50),
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we obtain

            sGsGZsG
s
eZ

s
sGZzzG h

Ts








 







 11 1 (11.51)

Here,  sGh is the Laplace transfer function of zero-order hold circuit seen in

section2.3.
(6) Pole-zero matching method
Now we consider the following common pole-zero transfer function in s-domain:

      
     nm

sss
sssKsG

n

m
s 




 ,
21

21





 (11.52)

Then, assume that  zG has the following general form

        
    n

m
mn

z pzpzpz
zzzzzzzKzG










21

211 (11.53)

Here, constants iz and ip are matched to the respective i and i according to

the following relation:
T

i
iez  and T

i
iep  (11.54a)

The idea of zero-pole matching method is that the map sTez  could reasonably be
applied to the zeros and poles. This method consists of a set of heuristic rules for locating
the zeros and poles and setting the gain of a Z -transform that will describe a discrete,
equivalent transfer function that approximates the given  sG . The matching rules are
given as follows:

①All poles of  sG are mapped according to sTez  . If  sG has a pole at as  ,

then  zG has a pole at aTez  . If  sG has a pole at jba  , then  zG has a pole

at jre , where aTer  and bT .
②All finite zeros are also mapped by sTez  . If  sG has a zero at as  , then

 zG has a zero at aTez  , and so on.

③ The zeros of  sG at s are mapped in  zG to the point 1z . The
rationale behind this rule is that the map of real frequencies from 0j to increasing 

is onto the unit circle at 10  jez until 1 jez . Thus the point 1z represents
the highest frequency possible in the discrete transfer function in real way, so it is
approximate that if  sG is zero at the highest (continuous) frequency,  zG should be

zero at 1z , the highest frequency can be processed by the digital filter.
(a) if no delay in the discrete response is desired, all zeros at s are mapped to
1z .
(b) If one sample period delay is desired to give the computer time to complete the

output calculation, then one of the zeros at s is mapped to z and the others
mapped to 1z . With this choice,  zG is left with a number of finite zeros one fewer
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than the number of finite poles.
④The gain of the digital filter is selected to match the gain of  sG are the band

center or a similar critical point. In most control applications, the critical frequency is
0s , and hence we typically select the gain so that

   
10 


zs

zGsG (gain matching) (11.54b)

The mn  multiple zeros   mnz 1 which appear in  zG represent the order
difference between the numerator’s polynomial and the denominator’s polynomial in
equation(11.52). The constant zK is calculated so as to satisfy particular requirements. For
example, when we are interested in the behavior of a system at low frequencies( and this is
the usual case in control system), zK is chosen such that  zG and  sG are equal for

1z and 0s , respectively, i.e., the following relation should be found:

      
      

n

m
ss

n

m
mn

zz
KsG

ppp
zzzKzG










21

21
0

21

21
1 111

1112











(11.55)

Example11.3 For the system with transfer function    asasG  , please find all

above six equivalent descriptions of  zG .
Solution
After the several simple algebraic calculation in terms of above 6 conversion methods,

all six descriptions of  zG are found and summarized in table11.1.

Table11.1 Equivalent discrete-time transfer function  zG of continuous-time transfer

function    asasG 

Conversion method Conversion from
 sG to  zG

Equivalent discrete-time
transfer function  zG

Backward difference method
T
zs

11 
  

a
T
z
azG








 


11

Forward difference method
1

11




Tz
zs  

a
Tz
z
azG








 






1

11

Bilinear transform method











 



1

1

1
12

z
z

T
s  

a
z
z

T

azG


















1

1

1
12

Invariant impulse response method     tgZzG  where

    sGZtg 1
  11 


ze

azG At

Invariant step response method
   







 
 sG

s
eZzG
Ts1    

1

1

1
1









ze
zezG aT

aT
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Pole-zero matching method
  












1

1
pz

zKzG z   

















 
 



1

1

1
1

2
1

ze
zezG aT

aT

Example11.4 Consider a second-order continuous-time system having the following
transfer function:

   ass
bsH




Please find  zH using the invariant impulse response method.
Solution

      ate
a
b

ass
L

a
bsHLth  






 11111

Hence, the descritized function  kTh can be achieved

     akT
kTt

e
a
bthkTh 


 1

The Z -transform function  zH of  kTh is the following:

      
  11

1

11 11
1

11 



 









zeza

ebz
ze

a
b

z
a
b

kThZzH aT

aT

aT

3. Converting methods from differential state space equation to difference state
equation

Now let’s together consider the continuous-time multiple-input-multiple-input (MIMO)
open-loop system shown in figure11.9.

Figure11.9 MIMO open-loop system with a sampler and hold circuit
The system in figure11.9 may be described in the state space by the following

equations:

     tGmtFxtx 


(11.56a)

     tDmtCxty  (11.56b)
In the following, equation group (11.56) will be approximately changed into

difference form. To this end, consider the piecewise constant excitation vector  tm
described by

     TktkTforkTutm 1,  (11.57)

Then, solving equation(11.56a) for  tx , we may get

         dGmexetx
t tFFt  
0

0 (11.58)

In fact, above similar solution has been given in section3.2.Here, we focus on how to
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change above equation into difference equation. According to equation(11.57),    00 um 

for Tt 0 , and hence equation(11.58) becomes

         dGuexetx
t tFFt 00
0

 (11.59)

The state vector  tx , for Tt  , will be

         dGuexetx
T TFFT 00
0

 (11.60)

Define
  FTeTA  (11.61a)

         TGdeGdeTB
T FT TF ,
00

(11.61b)

Then, equation(11.59) for Tt  will be simplified as follows:
         00 uTBxTATx  (11.62)

Repeating above procedure for  TktkTTtTTtT 1,32,2   , we
may get the following general form:

          kTuTBkTxTATkx 1 (11.63)
Hence, the output of equation(11.56b) can be written into the following form:

     kTDukTCxkTy  (11.64)
Therefore, the state differential equations(11.56) can be changed into corresponding

difference equations, as follows:
          kTuTBkTxTATkx 1 (11.65a)

     kTDukTCxkTy  (11.65b)
The state equations(11.56) and (11.65) are equivalent only for the time instants kTt 

under the constraint that the input vectors  tm and  tu satisfy the condition(11.57).
The transfer function matrix of the continuous-time system(11.56) is

    DGFsECsH unit  1 (11.66)

And the transfer function matrix of the equivalent discrete-time system(11.65) is

       DTBTAzECzG unit  1 (11.67)

These matrices are related in terms of previous content in section11.2.3, as follows:

        














 




sH
s
eZsHsGZzG

sT

h
1 (11.68)

Here, To conveniently convert the state differential equation into equivalent difference
equation, we need to determine the system matrix  TA and input matrix  TB using
definition(11.61). Then the following relation cam be gained:

      TtunitTt

Ft FsELeTA 



 11 (11.69a)

        


 T

t

T

unit GdAGdFsELTB
00

11 


(11.69b)
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Example11.5 Consider the following continuous-time system:

           tDutCxtytGmtFxtx 


,
Here

0,
1
0

,
1
2

,
01
01



























 DCGF

Please find the equivalent discrete-time system.
Solution

 
  































 

sss

sFsE
s

s
FsE unitunit 1

1
1

0
1

1

,
1

01 1 ,    
















11
011

t

t

unit e
e

FsEL

Hence, from equation(11.69a), we can gain

      


















11
011

T

T

Ttunit e
e

FsELTA

Moreover, from equation(11.69b), we can gain

     
 





















































 T

TTTTT F

eT
e

d
e
e

d
e
e

GdAGdeTB
123

12
23

2
1
2

11
0

0000











11.2.4 Analysis of sampled-data systems

1. Analysis based on discrete-time state equation
To solve equation(11.65), we may utilize the results of section11.2.3 since they differ

only by the constant T (sampling period). Therefore, we get that the general solution of
equation(11.65a) is given by

             





1

00
0

1
k

ki
iTuTBTikTkxTkkkTx  (11.70a)

and the general solution of equation(11.65b) by

               kTDuiTuTBTikCTkxTkkCkTy
k

ki
 





1

00
0

1 (11.70b)

where   Tkk 0 is the system state transition matrix, given by the following relation:

      0
0

kkTATkk 

Obviously, if set 1T in equation(11.70), then we obtain the formulas(11.21) and
(11.22), respectively.

2. Analysis based on  kTH
Consider the continuous-time system shown in figure11.10, where the two samplers

are synchronized. The output vector  kTy ,i.e., the vector  ty at the sampling points
kTt  , is the following:
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Figure11.10 A continuous-time system with input and output samplers

     





0i

iTuiTkTHkTy (11.71)

Equation(11.71) represents a convolution which has been known. If set 1T , then
equation(11.71) is the vector form of the scalar convolution(11.17)

3. Analysis based on  zH
If we execute the Z -transform of equation(11.71), we obtain the following

expression for the output vector:
     zUzHzY  (11.72)

Here
              kTHZzHandkTuZzUkTyZzY  ,, (11.73)

Example11.6 Consider the following transfer function of describing oscillator for

2
,1  T .

   
  22

2






ssU

sYsG

Please find
(1) continuous-time state space equation and output equation;
(2) matrices  TA and  TB of equivalently discrete-time state space equation;

(3) System state transition matrix  kT ;

(4) State space vector  kTx ;

(5) The output vector  kTy .
Solution
(1) from the given information, we know that the differential equation with zero

initial condition is the following:

   tutyy 22  


Select that the state variable is such

2
1

1
1

1
2

1
















xy

yxx

yx





Hence, we may write out the following state space expressions:

 tu
x
x

x
xx 







































 





 0
0

0

2

1

2

1 ，    txty 









0
1

Then, related matrices of system can be known:
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





















 0
,

0
0

GF , 









0
1

C

(2) find matrices  TA and  TB .

  






 


s
s

FsEunit 


,  



















 

2222

22221









s
s

s

ss
s

FsEunit ,

   









 

tt
tt

FsEL unit 


cossin
sincos11

Hence, in terms of equation(11.69), we can obtain

      









 


TT
TT

FsELTA Ttunit 


cossin
sincos11

  






 




























  T
T

ddGdeTB
TTT F














sin
cos1

cos
sin0

cossin
sincos

000

(3) System state transition matrix  kT ;

For the given values
2

,1  T , matrices CBA ,, become












01
10

A , 








1
1

B , 









0
1

C

In terms of equation(11.25), we can gain

      





















 

11

11

2

2

2

22

2

1

z
z

z
z

z
z

z
z

AzEzkTZz unit

Therefore, system state transition matrix  kT may be obtained as

    












































































2
cos

2
sin

2
sin

2
cos

11

11

2

2
1

2
1

2
1

2

2
1

1

TkTk

TkTk

z
zZ

z
zZ

z
zZ

z
zZ

zZkT 





(4) State space vector  kTx ;

        
 
 












































 

1
1

11
1

11
1

11

1
1

1
2

22

221

zz
zz

zzz
z

z
z

z
z

zz
z

zBUAzEzX unit

Hence,
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    














 
 

2
sin

2
cos1

1

Tk

Tk

zXZkTx 



(5) System output vector  kTy is given by

     
2

cos1

2
sin

2
cos1

01 Tk
Tk

Tk

kTxCkTy T 



















 


11.3 Stability

11.3.1 Definition of linear time-invariant discrete-time systems

1. Stability introduction of discrete-time system
Let’s consider the following discrete-time system

          00,,,1 xTkxkTukTkTxfTkx  (11.74)

Let   0kTu , for 0kk  .Moreover, let  kTx and  kTx
~

be the solution of

equation(11.74) when the initial conditions are  Tkx 0 and  Tkx 0

~
, respectively. Also let

the symbol  represent the Euclidean norm:

22
2

2
1 nxxxx  

In the following, we will focus on the definition and discussion of the stability of
discrete-time system.

Definition11.3.1: Stability
The solution  kTx of equation(11.74) is stable if for a given 0 there exists a

  00 k， such that all solutions satisfying      TkxTkx 0

~

0 imply that

     TkxTkx 0

~

0 for all 0kk  .

Definition11.3.2: Asymptotic stability
The solution  kTx of equation(11.74) is asymptotically stable if it is stable and if

    00

~

0  TkxTkx as k , under the constraint that    TkxTkx 0

~

0  is

sufficiently small.
In the case where the system(11.74) is stable in accordance with definition11.3.1, the

point  Tkx 0 is called the equilibrium point of system. In the case where the system(11.74)
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is asymptotically stable, the equilibrium point is the origin point 0 .
2. Stability introduction of discrete-time system
Now consider the following linear time-invariant discrete-time system

        
      







kTDukTCxkTy
xTkxkTBukTAxTkx 00,1

(11.75)

After applying definition11.3.1 to system(11.75), we have the following theorem.
Theorem11.3.1
System(11.75) is stable according to definition11.3.1 if , and only if, the eigenvalues

i of the matrix A , i.e., the roots of the characteristic equation 0 AEunit , lie inside the

unit circle(i.e., 1i ), or the matrix A has eigenvalues on the unit circle(i.e., 1i ) of

multiplicity one.
After applying definition11.3.2 to system(11.75), we have the following theorem.
Theorem11.3.2
System(11.75) is asymptotically stable if, and only if,   0lim 


kTx

k
, for every

 Tkx 0 , when   0kTu ( 0kk  ).

On the basis of theorem11.3.2, prove the following theorem.
Theorem11.3.3
System(11.75) is asymptotically stable if, and only if, the eigenvalues i of A are

inside the unit circle.
Demonstration
When   0kTu ( 0kk  )., the state vector  kTx is given by

   TkxAkTx kk
0

0 (11.76)

Postulate that eigenvalues n ,,, 21  of the system matrix A are different.

Then, according to the Sylvester theorem, the matrix kA can be written as





n

i

k
ii

k AA
1

 (11.77)

Here, iA are special matrices which depend only on A . Substituting equation(11.77)

into equation(11.76), we can obtain

   



n

i

kk
ii TkxAkTx

1
0

0 (11.78)

Hence,

    







 







n

i

kk
ikik

TkxAkTx
1

0
0limlim  (11.79)

From equation(11.79), it is obvious that   0lim 


kTx
k

,  Tkx 0 if, and only if,

0lim 0 



kk
ik
 , ni ,,2,1  , which is true if and only if 1i , ni ,,2,1  , where 
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stands for the magnitude of a complex number.
A comparison between linear time-invariant continuous-time systems and linear

time-invariant discrete-time systems with respect to the asymptotic stability is listed in
table11.2.

3. Bounded-input bounded-output stability
Definition11.3.3
A linear time-invariant system is bounded-input bounded-output(BIBO) stable if a

bounded input produces a bounded output for every initial condition.
After applying definition11.3.3 to system(11.75), we have the following theorem.

Table11.2 Comparison of asymptotic stability between continuous-time and discrete-time
systems

Continuous-time system Discrete-time system
State space equations      

     tDutCxty
tGutFxtx




       
     kTDukTCxkTy

kTBukTAxTkx


1

Characteristic equation 0 FEunit 0 AEunit

Stability definition   0Re i 1i

Stability description

Theorem11.3.4
The linear time-invariant system(11.75) is BIBO stable if, and only if, the poles of the

transfer function     DBAzECzH unit  1 , before any pole-zero cancellation, are inside

the unit circle.
From definition11.3.3 we may conclude that asymptotic stability is the strongest, since

it implies both stability and BIBO stability. It is easily known that stability does not imply
BIBO stability and vice versa.

11.3.2 Stability criteria and application examples

The concept of stability has been presented in some depth in chapter4. For testing
stability, various methods have been proposed such as Lyapunov criterion. The most
popular methods for determining the stability of a discrete-time system are the following:

1. The Routh criterion;
2. The Jury criterion;
3. The Lyapunov method;
4. The root locus method;
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5. The bode and Nyquist criteria.
In fact, above given methods have been completely narrated and explained in classical

control theories and the chapter4 in this book. Here, we only briefly present criteria1 and 2
again.

1. Routh criterion for the discrete-time system
Consider the following polynomial

  n
nnn azazazaza   2

2
1

10 (11.80)

The roots of the polynomial are the roots of the equation:
  02

2
1

10  
n

nnn azazazaza  (11.81)

As stated in theorem11.3.3, asymptotic stability is secured if all the roots of the
characteristic polynomial lie inside the unit circle. The well-known Routh criterion for
continuous-time systems is a simple method for determining if all the roots of an arbitrary
polynomial lie in the left complex plane without requiring the determination of the values
of the roots. The following bilinear transformation maps the unit circle of the z -plane into
the left w -plane.

1
1





z
zw or

1
1





w
wz (11.82)

Consequently, if the transformation is applied to equation(11.81), then the Routh
criterion may be applied, as in the case of continuous-time systems.

Example11.7 The characteristic polynomial  za of a system is given by

  1.07.02  zzza .
Please investigate the stability of the system.
Solution
Applying the transformation(11.82) to  za yields

       
 

 2
2

2

2222

1
4.08.18.1

1
11.017.011.0

1
17.0

1
1





























w
ww

w
www

w
w

w
wwa

The numerator of  wa is called the “auxiliary” characteristic polynomial to which
the well-known Routh criterion will be applied. For the present example, the Routh array is

2w 1.8 0.4
1w 1.8 0
0w 0.4 0

The coefficients of the first column have the same sign and, according to Routh’s
criterion, the system is stable. We can reach the same result if we factorize  za into a

product of terms, in which case     2.05.0  zzza . The two roots of  za are -0.5
and -0.2, which are both inside the unit circle and hence the system is stable.
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2. Jury criterion
It is useful to construct criteria which can directly show whether a polynomial  za

has all its roots inside the unit circle instead of determining its eigenvalues. Such a criterion,
which is equivalent to the Routh criterionfor continuous-time systems, has been put
forward by Jury, Cohn and Schur. This criterion is usually called the Jury criterion and it is
described in detail below.

The Jury table is firstly formed for the polynomial  za , provided in equation(11.80),
as shown in table11.3. The first two rows of the table are the coefficients of the
polynomial  za presented in the forward and reverse order, respectively. The third row is

formed by multiplying the second row by 0aann  and subtracting the result from the

first row. Note that the last element of the third row becomes zero. The fourth row is
identical to the third row, but in reverse order. The above procedure is repeated until the

12 n row is reached. The last row consists of only a single element.
Theorem11.3.5: The stability Jury criterion
For polynomial in equation(11.80), if 00 a , then the polynomial  za has all its

roots inside the unit circle if , and only if all ka0 , 1,,1,0  nk  , are positive. If all

coefficients ka0 are not zero, then the number of negative coefficients ka0 is equal to the

number of roots which lie outside the unit circle.
If all coefficients ka0 , nk ,,2,1  are positive, then it can be shown that the

condition 00
0 a is equivalent to the following two conditions:

  01 a (11.83a)

    011  an (11.83b)
Relations(11.83 a and b) present necessary conditions for stability and may therefore

be used to check for stability, prior to construction of the Jury table shown in table11.3.
Table11.3 The Jury table

011

110

aaaa
aaaa

nn

nn








0aann 

1
0

1
2

1
1

1
1

1
1

1
0












nn
n

n
n

n
n

nn

aaa
aaa




1
0

1
11


  nn
nn aa

0
0a


where k
kk

k
i

n
i aaa 1

1


   and kk
kk aa 0

Example11.8 The characteristic polynomial  za of a system is given by

  21
2 azazza  .
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Please investigate the stability of the system.
Solution
The Jury table is formed as shown in table11.4. All the roots of the characteristics

polynomial are inside the unit circle if

01 2
2  a and    01

1
1 2

1
2

2
2

2 








 aa
a
a

which lead to the conditions 11 2  a , 12 1 aa  , and 12 1 aa 

Table11.4 The Jury table of example11.8

1
1

12

21

aa
aa

22 a

 
  2

221

21
2
2

11
11
aaa
aaa




2

1
1 1 a

a




 
2

2
2
12

2 1
11
a
aaa






11.4 Controllability and Observability

11.4.1 Controllability

Simply speaking, controllability is a property of a system which is strongly related to
the ability of the system to go from a given initial state to a desired final state within a
finite time. This theme has been narrated in section5.2 of chapter5 mainly for linear
continuous-time system.Here, further discuss this theme only for discrete-time system.
Consider the following system

        00,1 xxkBukAxkx  (11.84a)

   kCxky  (11.84b)

The state  kx at time k is given by equation(11.21), which can be rewritten as
follows:

     

 
 

 
  
























 

0
1

2
1

0 12

u
u

ku
ku

BABAABBxAkx kk  (11.85)
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Definition11.4.1
Assume that 0A . Then system represented by equation(11.84a) is controllable if it

is possible to find a controllable sequence       1,,1,0 quuu  which permits

system reach an arbitrary final state   nRqx   within finite time from any initial

state  Tkx 0 .

According to definition11.4.1, equation(11.85) can takes on the following form:

   
 
 

  



















 

0

2
1

0 1

u

qu
qu

BAABBxA qq


 (11.86)

This relation is an inhomogenous algebraic system of equations, having the control
sequence       1,,1,0 quuu  and the parameter q which is unknown. From linear
algebra theory, it is known that this equation has a solution if and only if

    BAABBrankxABAABBrank qqq 11 0    

This condition, for each arbitrary final state   qx , holds true if and only if

  NqnBAABBrank q  ,1 (11.87)
Clearly, an increase in time q improves the possibility of satisfying condition(11.87).

However, the Cayley-Hamilton theorem states that the terms BA j , for nj  , are linearly

dependent on the first n terms (i.e., on the terms BAABB n 1,,,  ). Thus,
condition(11.87) holds true if and only if nq  , i.e., if

  nBAABBrank n 1 (11.88)
Therefore, we can gain the following theorem.
Theorem11.4.1
System in equation(11.84a) is controllable if and only if

   BAABBSwherenBAABBrankrankS n
c

n
c

11    ， (11.89)

Here the nn judgment matrix cS is called the controllability matrix.

Example11.9 A discrete-time system can be described by equation(11.84a), and
related matrices are as follows











10
11

A , 









1
0

B and   









0
0

0x

Please find a input control sequence, if it exists, that can drive the system to the

desired final state  T21 .
Solution
Confirm the controllability matrix cS and then judge whether given system is

completely controllable.
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  









11
10

ABBSc , 2crankS

Obviously, the controllability matrix cS is completely controllable, hence system may

be driven to the desired final state. In terms of expression in equation(11.85), system
state  2x can be confirmed as

       
     

 
 
 

 
   












































10
0

0
0

11
10

0
1

0
1

02 2

uu
u

u
u

u
u

ABB
u
u

ABBxAx

For  2x , we may gain the corresponding equation group and get the

solution     1110  uandu . Hence the desired input control sequence is

      1,11,0 uu .

11.4.2 Observability

Definition11.4.2
System described by equation group (11.84) is observable if there exists a finite time q

such that the initial state  0x of the system may be uniquely determined on the basis of the

input-output sequences       1,,1,0 quuu  and       1,1,0 qyyy  .

Now let’s together consider the system(11.84). The influence of the input signal  ku
on the behavior of the system can be always determined. Therefore, we postulate that
  0ku without loss of generality. We also assume that the output sequence

      1,1,0 qyyy  is known for a certain q . Then in terms of equation(11.84b),
we have the following equation group written using matrix form:

 

 
 

 







































 1

1
0

0

1 qy

y
y

x

CA

CA
C

q


(11.90)

Here, use was made of equation(11.22) with   0ku . Equation(11.90) is a

non-homogeneous linear algebraic system system of equation with  0x which is an

unknown variable. Equation(11.90) has a unique solution for  0x as is required from
definition11.4.2 if ,and only if there exists a finite q such that

l

CA

CA
C

rank

q





















1


(11.91)

Clearly, an increase in time q improves the possibility of satisfying condition(11.91).
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However, the Cayley-Hamilton theorem states that the terms jCA , for lj  , are linearly

dependent on the first l terms (i.e., on the terms 1,,, lCACAC  ). Thus,
condition(11.91) holds true if and only if lq  , i.e., if

l

CA

CA
C

rank

l





















1


(11.92)

Therefore, the following theorem can be achieved.
Theorem11.4.2
System described by equation(11.84b) is observable if and only if





















1

,

l

oo

CA

CA
C

SwherelrankS


(11.93)

Here the ll judgment matrix ouS is called the observability matrix.

In an observable system, the knowledge of the first output
values       1,,1,0 lyyy  is sufficient to determine the initial condition  0x of
the system uniquely by equation(11.90)

Example11.10 A discrete-time system can be described by equation(11.84a and
11.84b), and related matrices are as follows











11
01

A , 








1
1TC

Please find the initial system state, if it exists, that can drive the system to the desired
output sequence       211,0 yy .

Solution
Confirm the observability matrix oS and then judge whether given system is

completely observable.




















12
01

CA
C

So , 01oS

Hence, given system of example11.10 is completely controllable. And the initial
conditions may be determined from equation(11.90) which , for the present example, is

 
 

 
 























1
0

0
0

2

1

y
y

x
x

CA
C

Namely，

 
  

























2
1

0
0

12
01

2

1

x
x
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For above matrix equation, we can obtain   101 x and   002 x .

11.4.3 Loss of controllability and observability due to sampling

As we have already known from 11.2, when sampling a continuous-time system, the
corresponding discrete-time system matrices depend on the sampling period T . How does
this sampling period T affect the controllability and observability of the discretized
system?

For a discretized system to be controllable, it is necessary that the initial
continuous-time system be controllable. This is because the control signals of the
sampled-data system are only a subset of the control signals. However, the controllability
may be lost for certain values of the sampling period. Hence, the initial continuous-time
system may be controllable, but the equivalent discrete-time system may not. Similar
problem occur for the observability of the system.

Example11.11 A continuous-time system with the harmonic oscillator can be
described by the following equations:

     tutxtx 






















 0
0

0
,      txty 01

Please investigate the controllability and the observability of the sampled-data
(discrete-time) system which states are sampled with a sampling periodT .

Solution
The discrete-time model of the harmonic oscillator is the following(see example11.6)

          kTuTBkTxTATkx 1

     kTxkTy 01

Replace the corresponding coefficient matrices into above equations, and then we
have

      kTu
T
T

kTx
TT
TT

Tkx 






 


















sin
cos1

cossin
sincos

1

     kTxkTy 01

Calculate the controllability matrix cS and the observability matrix ouS

  












TTTT
TTTT

ABBSc 


cossin2sinsin
sincoscoscos1 22




















TTCA
C

So  sincos
01

The determinants of above judgment matrices is as follows:
 TTSc  cos1sin2  , TSo sin

We can notice that the controllability and observability of the discrete-time system is
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lost when  nT  , where n is an integer, though the respective continuous-time system
is both controllable and observable.

11.5 Optimal Control

For discrete-time system, plenty of problems in engineering can be solved by
minimizing a measure of cost or maximizing a measure of performance. The designer has
to select a suitable performance measure based on his or her understanding of the problem
to include the most important performance criteria and reflect their relative importance.
The designer must also select a mathematical form of the function that makes solving the
optimization problem tractable. Generally, designer always solves optimizing problem by
minimizing a cost function or performance measurement. In this section, aim at
discrete-time system we only consider minimization for optimal methods have been given
in chapter7.

11.5.1 Unconstrained and constrained optimization

1. Unconstrained optimization
We first consider the problem of minimizing a cost function or performance measure

of the following form:
 xJ (11.94)

Here, x is an 1n vector of parameters to be selected. Assume that the optimal
parameter vector is *x and expand the function  xJ in the vicinity of the optimum as

     32

2
*

** !2
1 xox

x
Jxx

x
JxJxJ

xx

T
T

x




































(11.95)

*xxx 
Here,

** 21 xn

T

x x
J

x
J

x
J

x
J
























  (11.96)

**
2

2

2

2

xijx x
J

x
J

























 (11.97)

The subscript denotes that the matrix is evaluated at optimal parameter vector *x . At a
local minimum or local maximum, the first-order terms of the expansion that appear in the
gradient vector are zero.

To guarantee that the optimal point *x is a minimum, any perturbation vector x
away from *x must result in an increase of the value of  xJ . Thus, the second term of
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the expansion must at least be positive or zero for *x to have any chance of being a
minimum. If the second term is positive, then we can guarantee that optimal parameter
vector *x is indeed a minimum. The sign of the second term is determined by the
characteristics of the second derivative matrix. The second term is positive for any
perturbation if the second derivative matrix is positive definite, and it is positive or zero if
the second derivative matrix is positive semi-definite. We summarize this discussion in the
following theorem.

Theorem11.5.1
If a parameter vector *x is a local minimum of  xJ , then

n

T

xx
J









10
*

(11.98)

A sufficient condition for *x to be a minimum is

0
*

2

2












xxx
J (11.99)

Example11.12 Please obtain the least square estimation of linear resistance:
iR

using N noisy measurement
      NkkRkikz ,,3,2,1,  

Solution
We begin to obtain the matrix equation by stacking the measurements:

VIRZ 
in terms of the following vectors

              TTT NiiINVNzzZ  1,1,1  

We minimize the sum of the squares of the resistance errors

       
^

1

2 , RkikzkekeJ
N

k




Here, the caret(^) denotes the estimates. We rewrite the performance measurement in
terms of vectors as

    TTTTT NeeeRIIRZIZZeeJ 1,2
2^^



The necessary condition for a minimum gives

022
^

^ 


 RIIZI
R

J TT

Now we have the least-squares estimate:

II
ZIR T

T

LS 
^

The solution is indeed a minimum because the second derivative is the positive sum of
the squares of the currents:
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02^

2




 II
R

J T

2.Constrained optimization
In some practical applications, the entries of the parameter vector X are subject to

physical and economic constraints. Assume that the vector of parameters is to subject to the
following equality constraint.

  10  mxm (11.100)

Here, we utilize Lagrange multipliers in advanced math to obtain the Lagrangian
expression:

     xmxJxL  (11.101)
Then the problem of constrained optimization is converted into the problem of

unconstrained optimization. For expression(11.101), we may solve the optimal estimate in
terms of equality(11.98). Here, an example is provide to demonstrate such idea.

Example11.13 Amanufacture decides the production level of the two products based
on maximizing profit subject to constraints on production. The manufacturer estimates
profit using the simplified measure:

  
21 xxXJ 

Here, ix is the quantity produced for product 2,1i and the parameters  ，

are determined from sale data. The quantity of the two products produced cannot exceed a
fixed levelb . Determine the optimum production level for the two products limited by the
following product constraint:

bxx  21

Solution
In this example, we will use above two methods to solve the optimization problem.
(1) Unconstrained optimization method
We can get 2x expression from given constraint: 12 xbx 

2x expression is substituted into  xJ , and then we get:

   
111 xbxxJ 

The necessary condition for a minimum gives

    01
111

1
1

1



    xbxxbx
x
J

Solve above equation and then we can get the minimum of 1x :

  011  xxb  , namely






bx1

From the production constraint we solve for production level:






bx2
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In the following, we will employ constrained optimization method of Lagrange
multiplier to solve above problem.

(2) Constrained optimization method
Assume that the coefficient is  , and then in terms of equation(11.101), we can get

the following Lagrangian function.
       bxxxxxmxJxL  2121  

The necessary conditions for the minimum are

0,, 21
1

21
2

2
1

1
1











  bxxLxx

x
Lxx

x
L


 

The first two conditions give
1

212
1

1
    xxxx , namely 12 xx






Above equality is substituted into the third condition, and then solve






bx1 ,






bx2

11.5.2 Optimal control

Some optimal control conclusions for discrete-time system have been given out in
Chapter7, but the deducing course mainly focuses on continuous-time system, and the
detailed narration on discrete-time system can not be provided. In this section, some simple
deducing course of discrete-time system will be provided for readers to help them
understand some previous conclusions.

To optimize the performance of a discrete-time dynamic system, we minimize the
performance index functional:

       





1

0

,,,
fk

kk
fff kkukxLkkxJJ (11.102)

Constraint condition
      1,,,,1 10  fkkkkkBukAxkx  (11.103)

Under the condition that the system described by equation(11.103) is stable, we may
change the constrained problem in equation(11.102) into unconstrained problem using
Lagrange multiplier in terms of equation(11.101). And then we may get the new
performance index functional:

                 





1

0

11,,,
fk

kk

T
fffNew kxkBukAxkkkukxLkkxJJ  (11.104)

We define the Hamilton function as
                

1,,
,1,,,,

0 


f

T

kkk
kBukAxkkkukxLkkukxH




(11.105)
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And rewrite the performance index functional in terms of above Hamilton function as
      

              000

1

1
,,,,

,

0

kkukxHkxkkkukxH

kxkkkxJJ
fk

kk

T

ff
T

fffNew














(11.106)

Each term of the above expression can be expanded as Taylor series in the vicinity of
the optimum point:

 NewNewNewNewNew JJJJJ 321
*  (11.107)

Here, the sign* denotes the optimum,  denotes a variation from the optimal, and
the subscripts denote the order of the variation in the expansion(11.107). From basic
calculus knowledge in the advanced math, we know that the necessary condition for a
minimum or maximum is that the first-order term must be zero. For a minimum the
second-order term must be positive or zero, and a sufficient condition for a minimum is a
positive second term. Therefore we need to evaluate the terms of the expansion to
determine necessary and sufficient conditions for a minimum. According to such idea,
Hamilton function is expanded as

                 

                  

                




























kx
kxku

Hkuku
kukx

Hkx

ku
ku
Hkukx

kx
HkxkkBukAx

ku
ku
Hkx

kx
HkkukxHkkukxH

T
T

T
T

T
T

T
TT

TT







*

2

*

2

*
2

2

*
2

2

*

**

**

1

,,,,

(11.108)

Here  denotes a variation from the optimal, the subscript(*) denotes the optimal
value at the optimum point. The second-order terms can be written more compactly in
terms of the matrix of second derivatives in the following form:

    
    

 
    
   

    
   

    
 

 
 





































ku
kx

ku
kkukxH

kxku
kkukxH

kukx
kkukxH

kx
kkukxH

kukx TT






2

22

2

2

2

(11.109)

We expand the linear terms of the performance index functional as

               kxkkxkkxkkxk TTTT  ****  (11.110)
The terminal polynomial can be expanded as

        
   

    
   f

f

fff
f

T

f

T

f

fff
ffffff

kx
kx

kkxJ
kx

kx
kx

kkxJ
kkxJkkxJ





*
2

*2

*

*

,

,
,,























(11.111)

Now we combine the first-order terms to obtain the increment:
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    
              

    
      

     f
T

f
f

fff
T

N

kk

T
T

New

kxk
kx

kkxJ
ku

ku
kkukxH

kkxkBukAxkxk
kx

kkukxHJ





**

1

1

****

*
1

,,,

11,,

0
















































 




(11.112)
From equation(11.107), we know that a necessary condition for a minimum of the

performance index functional is that the increment must be equal to zero for any
combination of variations in its arguments. A zero for any combination of variations occurs
only if the coefficient of each increment is equal to zero. Equating each coefficient to zero,
we have the following necessary conditions:

      1,,1 0
***  fkkkkBukAxkx ， (11.113)

      
  1,,,,

0
*

* 



 fkkk

kx
kkukxHk ， (11.114)

    
  1,,0,,

0
*





fkkk

ku
kkukxH ， (11.115)

  
      0
,

*


















f

T

f
f

fff kxk
kx

kkxJ
 (11.116)

If the terminal point is fixed, then its perturbation is zero and the terminal optimality
condition is satisfied. Otherwise, we have the terminal conditions

    
 f

fff
f kx

kkxJ
k






,
 (11.117)

Table11.5 Optimality conditions
Condition Equation
State equation       1,,1 0

***  fkkkkBukAxkx ，

Costate equation
      

  1,,,,
0

*

* 



 fkkk

kx
kkukxHk ，

Minimum principle     
  1,,0,,

0
*





fkkk

ku
kkukxH ，

Similarly, conditions can be developed for the case of a free initial state with an initial
cost added to the performance index functional.

The necessary conditions for a minimum of equation(11.113) through (11.115) are
known, respectively, as the state equation, the costate equation, and the pontryagin
minimum principle. The minimum principle tells us that the cost is minimized by
choosing the control that minimize the Hamiltonian. This condition can be generalized to
problems where the control is constrained, in which case the solution can be at the
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boundary of the allowable control region. We summarize the necessary conditions for an
optimum in table11.5.

The second term is

    
    

 
    
   
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   

    
 
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
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
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

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
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


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
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 




(11.117)
For the second-order term to be positive or at least zero for any perturbation, we need

the matrix to be positive definite, or at least positive semidefinite. We have the sufficient
condition:

    
 

    
   

    
   

    
 

0
,,,,

,,,,

*
2

22

2

2

2

































ku
kkukxH

kxku
kkukxH

kukx
kkukxH

kx
kkukxH

(11.118)

If the matrix in equation(11.118) is positive semidefinite, then the condition is
necessary for a minimum but not sufficient because there will be perturbation for which the
second-order terms are zero. Higher-order terms are then needed to determine if these
perturbations result in an increase in the performance index.

For a fixed terminal state, the corresponding perturbations are zero and no additional
conditions are required. For a free terminal state, we have the additional condition

  
  0
,

2

2






f

ff

kx
kkxJ

(11.119)

Example11.14We consider the following scalar system:
        0,0,1 0  bxxkbukaxkx

If the system is required to reach the zero state, find the control that minimizes the
control effort to reach the desired final state.

Solution
For minimum control effort, we have the performance index functional as follows:

 kuJ
fk

k




0

2

2
1

Hamilton function may be constructed by

              1,,1,0,1
2
1,, 2  fkkkbukaxkkukkukxH 

For minimum time, we minimize the Hamilton by selecting the control
   1**  kbku 
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The costate equation is

      
    1,,01,, *

*

* 



 fkkka

kx
kkukxHk ，

And its solution can be confirmed as

    1,,0,**  
ff

kk kkkak f 

Hence, the optimal control input can be written as

      1,,0,1 *1**  
ff

kk kkkbakbku f 

Next, we consider the iteration of state equation with optimal control.

       
         

         
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
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f
kk

f
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kabaxbuaxx

ff

fff

ff

f












Solve the last equation for the terminal Lagrange multiplier:

   
  1212

0
2

*


  aa

xbak
f

f

k

k

f




Substituting for the terminal Lagrange multiplier gets the optimal control

     
  1,,2,1,0,

1212
0

12
*1* 


 




fk

kk

f
kk kk

aa
xbakbaku

f

f
f 




For an open-loop stable system, we can write the control in the following form:

    
  1;1,,2,1,0,

1
1

2
0

122
* 








akk
a

xbaaku fk

kk

f

f



Note that the closed-loop system dynamics of the optimal system are time varying
even though the open-loop system is time invariant. The closed-loop system is given by

     
    0,0;1,,2,1,0,

1
1 0212

0
12




 



bxxkk
aa
xbakaxkx fk

kk

f

f




11.5.3 Linear quadratic regulator

The choice of performance index in optimal control determines the performance of the
system and the complexity of the optimal control problem. The most popular choice for the
performance index is a quadratic function of the state variable and the control inputs. The
performance index functional have the following form:

                  





1

0
2
1

2
1 fk

kk

TT
fff

T kukRkukxkQkxkxkPkxJ (11.120)

UNDER PEER REVIEW



Modern Control Theory

- 712 -

Here the matrices     1,,,,, 10  ff kkkkkQkP  are positive definite symmetric

nn matrices, and the matrix   1,,,, 10  fkkkkkR  are positive definite symmetric

mm matrix. This choice is known as the linear quadratic regulator, and in addition to
its desired mathematical properties it can be physically justified. In a regulator problem, the
purpose is to maintain the system close to the zero state and the quadratic functional of the
state variable is a measurement error. On the other hand, the effort needed to minimize that
the error must be also minimized, as must the control effort represented by a quadratic
functional of the controls. Thus the quadratic performance index measurement achieves a
compromise between minimizing the regulator error and minimizing the control effort.

To obtain the necessary and sufficient conditions for the linear quadratic regulator, we
may use the results of section11.5.2. In terms of equation(11.105), we first write an
Hamilton function of the following form:

                       
1,,,

,1
2
1

2
1,,

10 



f

TTT

kkkk

kBukAxkkukRkukxkQkxkkukxH





(11.121)
Equation(11.121) can be also found in section7.9. Related conclusions in section7.9

are listed out as follows:
Costate equation:

       1***  kAkxkQk T , 1,,, 10  fkkkk  (11.122)

If control input is not constrained, the control equation is the following:
      01**  kBkukR T (11.123)

Hence, the optimum control expression may be acquired:
     1*1*   kBkRku T (11.124)

After equation(11.124) is substituted into state equation, we can get the optimal
dynamics:

       11 *1***   kBkRBkAxkx T , 1,,, 10  fkkkk  (11.125)

From equation(11.118), the following condition can be given:
 

  0
0

0

*














kR
kQ

nm

mn (11.126)

A sufficient condition for a minimum is that Q must be positive definite because R
is positive definite. A necessary condition is that Q must be positive semidefinite.

Finite time state regulator and infinite time state regulator have been narrated for a
discrete-time system. Here these content will not be given again, and readers may consult
representation in section7.9.
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11.5.4 Steady-state quadratic regulator

Implementing the linear quadratic regulator in practice is rather complicated because
people need to calculate and store gain matrices. In some applications, it is possible to
simplify implementation considerably using the steady-state gain exclusively in place of
the optimal gains.This solution is only optimal if the summation interval in the
performance index measurement, known as the planning horizon, is infinite. For a finite
planning horizon, the simplified solution is suboptimal (i.e., require a higher value of the
performance measurement) but often performs almost as well as the optimal control. Thus,
it is possible to retain the performance of optimal control without the burden of
implementing it if we solve the steady-state regulator problem with the performance
measurement of the following form.

        





0

2
1

kk

TT kRukukQxkxJ (11.127)

Here, we assume that the weighting matrices Q and R are constant with Q
positive semidefinite and R positive definite. And therefore we can decompose the
matrixQ as

a
T
aQQQ  (11.128)

Here, aQ is an square root matrix. In terms of an equivalent measurement vector, we

may write out the state error terms of measurements.
   kxQky a (11.129a)

       kykykQxkx TT  (11.129b)

The matrix aQ is positive definite for Q positive definite and positive semidefinite

for Q positive semidefinite. In the latter case, large state vectors can be mapped by aQ

to zero  ky , and a small performance index measurement can not guarantee small errors

or even stability. We regard the vector  ky as a measurement of the state and recall the
observability condition from chapter5.

If the matrices A and aQ are detectable, then state vector  kx decays

asymptotically to zero with output  ky . Hence, the detectability condition is required for

acceptable steady-state regulator behavior. If the matrices A and aQ is observable, then it

is also detectable and the system behavior is acceptable. For example, if the matrix aQ is

positive definite, there is a one-to-one mapping between the states X and the system
output Y ; and the matrices A and aQ are always observable. Hence, a positive definite

matrix Q (and aQ ) is sufficient for acceptable system behavior.

If the observability condition is satisfied and the system is stable, then the Riccati
equation does not diverge and a steady-state condition is reached. The resulting algebraic
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Riccati equation is gained in the following form:

   QAPBRPBBPBPAP TTT 
1 (11.130)

It can be shown that, under these conditions, the algebraic Riccati equation has a
unique positive definite solution. However, the equation is clearly difficult to be solved in
general and is typically solved numerically.

The optimal state feedback corresponding to the steady-state regulator is
   kKxku **  (11.131a)

  PABPBBRK TT 1
 (11.131b)

1.Output quadratic regulator
In most practical applications, the designer is interested in optimally controlling the

system output  ky rather than the state  kx . To optimally control the output, we need to
consider a performance index of the following form.

        





0

2
1

kk

T
y

T kRukukyQkyJ (11.132)

From equation(11.129), we observe that this is equivalent to the original performance
measure of equation(11.127) with the state weight matrix

a
T
aya

T
ya

T
y

T QQCQQCCQCQ  (11.133a)

CQQ yaa  (11.133b)

Here, yaQ is the square root of the output weight matrix. As in the state quadratic

regulator, the Riccati equation for the output regulator can be solved using the MATLAB
commands. For a stabilizability system  BA, , the solution exists provided that the

matrices  aQA, is detectable with aQ as in equation(11.133).

2.Linear quadratic tracking controller
The minimization of the performance index in equation(11.127) yields an optimal

state feedback matrix K that minimizes the integral square error and control effort in
equation(11.129). The error is defined relative to the zero state. In many practical
applications, the system is required to follow a specified function of time. The design of a
controller to achieve that this objective is known as the tracking problem. If the control
task is to track a nonzero constant reference input, we can exploit the techniques to solve
the new optimal regulator problem.

The tracking or servo problem can be solved using an additional gain matrix for the
reference input, thus providing an additional degree of freedom in our design. For a square
system(equal number of inputs and outputs), we can implement the degree of freedom
scheme with the reference gain matrix.

   11  BAECF clunit (11.134)

Here, BKAAcl 

UNDER PEER REVIEW



Chaper11 Modern Digital Control

- 715 -

All other equations for the linear quadratic regulator are not changed.
Alternatively, to improve the robustness, we may introduce integral control but at the

expense of a high-order controller. In particular, we consider the following state-space

equations with the integral control gainK .
     

       
   

     kxKkKxku
kCxky

kykrkxkx
kBukAxkx







1
1

(11.135)

This yields the closed-loop state space system

     kr
E

kxKBAkx
l















 

0
1

~~~~~
(11.136a)

     kxCky
~

0 (11.136b)

Here,       Tkxkxkx 
~

. Matrices are given by

   KKKCC
B

B
EC

A
A

l





















~~~~

,0,
0

,
0

(11.137)

The state feedback gain matrix
~
K can be computed as

~~
1

~~~
APBBPBRK

TT 









 (11.138)

11.6 Discrete-time Controller Design

The classical discrete-time controller design methods are categorized as indirect and
direct techniques. For indirect techniques, a discrete-time controller is determined
indirectly as follows. Initially, the continuous-time controller is designed in the s -domain,
using well-known classical techniques(i.e., root locus, Bode, Nyquist, etc). Then, based on
the continuous-time controller, the discrete-time controller may be calculated using one of
discretization techniques presented in chapter2. For direct techniques, firstly, a
discrete-time mathematical model of the continuous-time system under control is
confirmed. Subsequently, the design is carried out in the z domain wherein the
discrete-time controller is directly determined. The design in the z domain may be done
either using the root locus or the Bode and Nyquist diagrams.

In nature, the design methods employed by controllers is mainly utilized to confirm

the mathematical expression of controller  zGc or  sGc .
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11.6.1 Time response specifications of continuous-time system

The time response specifications of continuous-time system has been given and
explained in detail in classical control theory. Here, we only simply list out the related
conclusions from classical control theory; and main specifications on controller have
overshoot, rising time and settling time referring to second-order system.

1.Overshoot
One of the basic characteristic of the transient response of a system is the overshoot ,

which depends mainly on the damping factor  . In the case of a second-order system,
without zeros, i.e., for a system with a transfer function of the following form:

  22 2 nn

n

ss
sH





 (11.139)

Here, n is the nature frequency of a system,  is the damping ratio of system. The

overshoot percentage is

   
  %100

1
exp%100%

2


























c
ctc p (11.140a)

Peak time pt is defined as the time required for the response of the system to peak at

first time.
nd

pt






21
 . Generally, when 8.0~4.0 , the corresponding

overshoot range can be confirmed: %5.2~%25%  .
2.Rising time
Rising time rT is defined as the time required for the response of the system to rise

from 0.1 to 0.9 of its final value. For all values of  around 0.5, the rise time is
approximately given by

nrT 8.1 (11.140b)

Hence, satisfying the above relation for the rising time, the nature frequency n

should satisfy the condition

rn T8.1 (11.140c)

3.Settling time
Settling time sT is defined as the time required for the response to remain close to the

final value. The settling time sT is given by the relation:

nsT  (11.140d)

Here,  is a constant. In the case of an error tolerance about 1%, the constant  is
4.6, whereas in the case of an error tolerance about 2%, the constant takes on the value4.
Hence, if we desire that the settling time be smaller than a specified value and for an error
tolerance about 1%, then

UNDER PEER REVIEW



Chaper11 Modern Digital Control

- 717 -

sn T6.4 (11.140e)

Note that in terms of Shannon law, the sampling frequency f must be at least twice
the highest frequency of the frequency spectrum of the continuous-time input signal. In
practice, for a wide class of systems, the selection of the sampling period fT 1 is made
using the following approximate method: assume that q is the smallest time constant of

the system; then, sampling period T is chosen such that  qqT 5.0,1.0 .
Example11.15 The transfer function of a motor-gear-load system is the following:

 2
1



ss

Gp

(a)Continu
ous-time
closed-loop
system

(a)Discrete
-time
closed-loop
system

Figure11.12 Block diagram of motor-gear-load closed-loop system of position control
servomechanism

To realize the servo control, a continuous controller is introduced which satisfies the
design requirements and which has the form:

  

















7.6
2101

s
s

bs
asKsG sc

Please determine that a discrete-time controller  zGc of the closed-loop system needs

to satisfy the design requirement, which sampling time is 2Sec. The block diagram is
shown in figure11.12.

Solution
The transfer function  sH of the closed-loop continuous-time system in

figure11.12(a) is
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   
 

   
   

 
     2024.1147.8

202101
21017.62

2101
1 23 











sss

s
ssss

s
sGsG
sGsG

sR
sYsH

pc

pc

To find  zGc of the closed-loop system in figure11.12(b), it is sufficient to

discretize  sGc in example11.15. Here, we employ pole-zero matching method given in

section11.2.3 of Chapter11. According to this method, the controller  zGc has the

following form:

  











1

1

pz
zzKzG zc

Here, the pole 7.6s of  sGc is mapped into the pole 1pz  of  zGc and

the zero 2s of  sGc is mapped into the zero 1zz  of  zGc . Then we have that

264.034.12.07.6
1   eeep bT

67.04.02.02
1   eeez aT

The constant zK of  zGc is calculated so that the zero frequency amplification

constants of      sGsGzG hcc  are the same, which relation can be seen in

equation(11.55).

     
01 


shczc sGsGzG , namely, 






























100
2

7.60
20101

264.01
67.01

zK

Hence, 6.13zK . It is noted that in the relation above the value of  sGh for 0s

was taken into consideration to obtain the total zero frequency amplification for the
continuous-time controller. Hence

  











264.0
67.06.13

z
zzGc

For figure11.12(a), the discrete-time transfer function of      sGsGsG ph
^

is

determined for 2.0T .

            

 
 

 
  67.01

876.00176.0

25.0
1

25.0
1
1.01

2
25.025.05.01

2
11

2
11

4.022
1

2
1

2.0^















































































 








zz
z

ez
z

z
z

zz
z

sss
Zz

ss
Zz

sss
eZsGsGZzG

s

ph

The transfer function of the closed-loop system in figure11.12(b) would be
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     
   

 
    

21

21

1111

11

^

^

437.0025.11
209.0239.0

876.01239.01264.01
876.01239.0

1






















zz
zz

zzzz
zz

zGzG

zGzGzH
c

c

If a computer is introduced into closed-loop discrete-time system, the computer can be
considered as a discrete controller, which may substitute the controller in figure11.12(b).
We assume that the transfer function of computer is represented by

   
 zE
zUzD  (11.141)

How do we confirm the transfer function  zD from given transfer function  zGc ?

Two methods may be employed here: (1) the    zDtosGc  conversion method; (2)

the root locus z plane method.
One method for determining  zD firstly determines a discrete-time controller  sGc

for a given process  sGp for a given system. Then, the controller is converted to  zD

for the given sampling period T . This design method is called the    zDtosGc 

conversion method.
We consider the first-order controller

bs
asKGc 


 (11.142a)

and assume digital controller

 
Bz
AzCzD




 (11.142b)

We determine the z -transform corresponding to  sGc and set it equal to  zD as

    zDsGZ c  (11.143a)

In terms of pole-zero matching method(see section11.2), the relation between these
two transfer functions is aTeA  , bTeB  .

When 0s , from equation(11.55) we have

b
aK

B
AC 




1
1 (11.144)

11.6.2 Controller design using the frequency response method

1. Introduction
The well-established frequency domain design techniques for continuous-time system

have been narrated in classical control theory. Such techniques may be extended to cove the
case of the discrete-time systems. At first, we might think of carrying out this extension by
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using the relation sTez  . Utilizing this relation, the simple and easy-to-use logarithmic

curves of the Bode diagrams for the continuous-time case cease to hold for the
discrete-time systems. To maintain the simplicity of the logarithmic curves for the
discrete-time systems, we can employ the following bilinear transformation:

Figure11.13 Mapping form the s -plane and from z -plane to the w -plane

21
21

Tw
Twz




 or 











1
12

z
z

T
w (11.145)

The transformation of a function in s domain to a function in z domain based on

the relation sTez  and , subsequently, the transformation of the resulting function in z

domain to a function of w based on the relation(11.145), are presented in figure11.13.
The figure11.13 shows that the transformation of the left-half complex plane on the

s -plane transformation into the unit circle in the z -plane via the relation sTez  , whereas

the unit circle on the z -plane transformation into the left-half complex plane in the
w -plane, via the bilinear transformation(11.145).

At first sight, it seems that the frequency response would be the same in both the s
and w domain. This is actually true, with the only difference that the scales of the
frequencies w and  are distorted, where  is the (hypothetical or abstract) frequency
in the w domain. This frequency “distortion” may be observed if in equation(11.145) we

set jw  and Tjez  , yielding

































 2
tan2

1
12

1
12 T

T
j

e
e

Tz
z

T
jw Tj

Tj

ez
jw

Tj

 





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Therefore








2

tan2 T
T

 (11.146)

In Taylor series, above equation is developed into the following form:

  







822
tan

3TTT 

For small value of T we have that   22tan TT   . Replacing this result into

equation(11.146), we have
  for small T (11.147)

Therefore, the frequencies  and  are linearly related if the product T is small.
For greater T , equation(11.147) does not hold true. Note that the frequency range

22 ss   in the s domain corresponds to the frequency range   in

the w domain, where s is defined by the relation    222  Ts .

The graphics of equation(11.146) is shown in figure11.14.

Figure11.14 Graphical representation of equation(11.146)
2.Bode diagram
Using the above results, we may readily design the discrete-time controllers using

Bode diagrams. To this end, consider the closed-loop system shown in figure11.15.
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Figure11.15 Closed-loop discrete-time system
Then, the following five basic steps for designing a discrete-time controller are as

follows:

Step1. Determine  zG
^

from the relation         sGsGZsGZzG ph








^^
;

Step2. Determine  wG
^

using the bilinear transformation(11.145), yielding

   
   2/12/1

^^

TwTwz

zGwG


 (11.148a)

Step3. Set jw  in  wG
^

and draw the Bode diagrams of  jG
^

, for small  ,

we can draw the Bode diagram of  jG
^

;

Step4. Determine the controller  wGc using similar techniques to those applied for

continuous-time system.
Step5. Determine  zGc from  wGc using the bilinear transformation(11.145),

yielding

          112 


zzTwcc wGzG (11.148b)

Note that the specifications for the bandwidth are transformed from the s domain to
the w domain using relation(11.146). Thus, if b is the desired frequency bandwidth,

then the design in the w domain must be carried out for a frequency bandwidth b ，where









2
tan2 T

T
b

b
 (11.148c)

Example11.16 Consider the position servomechanism shown in figure11.12(b) of
example11.15.

Please design a controller  zGc such that the closed-loop system satisfies the

following specifications:gain margin: dBK g 25 , phase margin: o
p 70 , and velocity
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error constant 1sec1 vK . The sampling period T is chosen to be 0.1sec.

Solution

Step1. Determine  zG
^

from the relation         sGsGZsGZzG ph








^^
;

              

     819.01
935.00047.0

819.011
935.010047.0

2
11

2
11

11

1
1

2
1

^^
























































zz
z

zz
zz

ss
Zz

sss
eZsGsGZsGZzG

Ts

ph

Step2. Determine  wG
^

.
For sec1.0T , the bilinear transformation(11.145) becomes

 
  w

w
Tw
Twz

05.01
05.01

21
21










Replacing above bilinear transformation into  zG
^

, we have the following form

    
 ww

ww

w
w

w
w

w
w

wG
5.01

05.0100167.015.0

8187.0
05.01
05.011

05.01
05.01

935.0
05.01
05.010047.0

^











 









 









 





Step3. Draw the gain and phase Bode diagrams of  jG
^

shown in figure11.16.

Figure11.16 Gain and phase margins of  wG
^

Step4. Determine the controller  wGc .

We choose the following for the controller  wGc where a and b are constants.
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  










bw
awKwGc 1

1

Then we can write out the open-loop transfer function

     
  






















ww

ww
bw
awKwGwGc 5.01

)05.01(00167.015.0
1
1^

From the definition of the velocity error constants vK , we have

    15.0lim
^

0







KwGwwGK cwv

Therefore, 2K . The parameters a and b can be determined by applying the
respective(equivalent) techniques of continuous-time systems, which yield 8.0a and

5.0b . Hence

  










w
wwGc 5.01
8.012

The open-loop transfer function is

      
  






















ww

ww
w
wwGwGc 5.01

05.0100167.015.0
5.01
8.012

^

Step5. Determine  zGc from  wGc .

From bilinear transformation for sec1.0T , we can get



































1
120

1
1

1.0
2

1
12

z
z

z
z

z
z

T
w

Thus,  zGc has the following form:

  













































































 



1

1

818.01
882.0109.3

818.0
882.009.3

1
1205.01

1
1208.01

2
5.01
8.012

z
z

z
z

z
z
z
z

w
wzGc

3. Nyquist diagrams

Consider a closed-loop system with an open-loop transfer function       sFsGZzG 
~

.

Since the z and s domains are related via the relation sTez  , it follows that the

Nyquist diagram of  zG
~

would be the diagram of  sTeG
~

, as s traces the Nyquist path.
In the z domain, the Nyquist path is given by the relation:

Tj

js

sT eez 





(11.149)

Therefore, the Nyquist pathe in the z domain is the unit circle. To apply the Nyquist

stability criterion for discrete-time systems, we draw the diagram of  TjeG 
~

having the
cyclic frequency  as a parameter.

Theorem11.6.1
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Assume that the transfer function     sFsGZ does not have any poles outside the

unit circle. Then the closed-loop system is stable if the Nyquist diagram of     sFsGZ

does not encircle the critical point  0,1 j for jwTez  .
Clearly, the study of the stability of discrete-time closed-loop systems, as well as the

design of discrete-time controllers, can be accomplished on the basis of the Nyquist
diagrams, by extending the known techniques of the continuous-time systems as was done
in the case of the Bode diagrams in the previous subsection.

11.6.3 Controller design using the root locus method

Let us consider the transfer function of the system shown in figure11.17. Recall that
     sGsGsG ph . The closed-loop transfer function is

Figure11.17 Closed-loop control system with digital controller

 
 

   
   zDzKG

zDzKG
zR
zY



1

(11.152)

The digital controller design using root locus method have the following steps:
Step1. The root locus starts at the poles and progresses to the zeros in the z plane.
Step2. The root locus lies on a section of the real axis to the left of an odd number of

poles and zeros.
Step3. The root locus is symmetrical with respect to the horizontal real axis.
Step4. The root locus may break away from the real axis and may reenter the real axis.

The breakaway and entry points are determined from the equation with z

 
   zF
zD
zNK  (11.153a)

Then obtain the solution of   0



d
dF .

Step5. Plot the locus of roots that satisfy

    01  zDzKG

Or
    1zDzKG and     2,1,0,360180  kkzDzG oo (11.153b)
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The characteristic equation is
    01  zDzKG (11.153c)

Equation(11.153c) is analogous to the characteristic equation for the s -plane analysis
of  sKG . Thus we can plot the root locus for the characteristic equation of the sampled
system as K varies.

Example11.17 Root Locus of second-order system.
Consider the system shown in figure11.17 with   1zD and   21 ssGp  . Then we

can obtain

   
 2

2

1
1

2 



z
zKTzKG

Let 2T and plot root locus. Then we have

   
 21

1




z
zKzKG

The pole and zeros are shown on the z -plane in figure11.18.

Figure11.18 Root locus of example11.17
The characteristic equation is

   
 

0
1
111 2 





z
zKzKG

Let z , and solve for K to obtain the following expression
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   

 FK 





1
1 2

Order   0



d
dF , and we have

   031  

Solution is 31 21   ，

The locus leaves the two poles at 11  and reenter at 31  , as shown in
figure11.17. The unit circle is also described by broken line shown in figure11.17. The
system always has two roots outside the unit circle and is always unstable for all 0K .

We now turn to design a digital controller  zD to achieve a specified response
utilizing a root locus method. Here, select a controller

 
bz
azzD






We then use  az  to cancel one pole at  zG that lies on the positive real axis of

the z -plane. Then we select  bz  so that the locus of the compensated system will give
a set of complex roots at a desired point within the unit circle on the z plane.

For   1zD , we know that the system in example11.17 is unstable. Here, we select

 
bz
azzD






Therefore,       
   bzz

azzKzDzKG



 21
1

If select 1a and 2.0b , we have

     
  2.01

1




zz
zKzDzKG

Figure11.19 Root locus for 2.0,1  ba
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Using the equation for  F , we obtain the entry point as 56.2z , as shown in
figure11.19. The root locus is on the unit circle at 8.0K . Thus, the system is stable for

8.0K .
If the system performance were inadequate, we may improve the root locus by select
1a and 98.0b so that

     
   198.01

1







z
K

zz
zKzDzKG

Then the root locus would lie on the real axis of the z plane. When 1K , the root
of the characteristic equation is at the origin, and   11  zzzT . Then the response of the
sampled system(at the sampling instants) is the input step delayed by one sampling period.

We can draw lines of constant  on the z plane. The mapping between the s
plane and the z plane is obtained by the relation sTez  . The curve of constant on the
s plane are radial curves with

 
2

1

1
sintantan








 

Because  js  , we have
TjTeez   Teeez TTjT  

Where





21



Commonly, damper coefficient  for may specifications is 21 , then   .

11.7 Digital PID Controller

In discrete-time systems, the PID controller is widely used in practice. This section is
devoted to the study of discrete-time PID controllers. We will first study separately the
proportional(P), the integral(I) and the derivative(D) controller and, subsequently, the
composite PID controller.

11.7.1 The proportional controller

For continuous-time systems, the proportional controller can be described by the
following expression

   teKtu p (11.154a)

Therefore, the transfer function of the proportional controller can be gained.
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  pc KsG  (11.154b)

For discrete-time system, the proportional controller can be described by the relation

   keKku p (11.154c)

Hence,

  pc KzG  (11.154d)

11.7.2 The integration controller

For continuous-time systems, the integral controller can be described by the
following integral equation.

   dtte
T
K

tu
t

i

p 
0

(11.155a)

Therefore, the transfer function of the integral controller is

 
sT

K
sG

i

p
c  (11.155b)

Here, the constant iT is called the integration time constant or reset constant. In the

case of discrete-time systems, the integral equation(11.154a) is approximated by the
difference equation.

     ke
T
K

T
kuku

i

p
 1 (11.155c)

Or,

     1 kuke
T
TK

ku
i

p

Hence, the z transfer function of the integral controller yields

     11 1 



  zT

TzK
zT
TK

zG
i

p

i

p
c (11.155d)

11.7.3 The derivative controller

For continuous-time systems, the derivative controller can be described by the
following integral equation.
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   teTKtu dp



 (11.156a)

And therefore

  sTKsG dpc  (11.156b)

Here, the constant dT is called the derivative time constant or rate time constant. In

the case of discrete-time systems, the derivative equation(11.156a) is approximated by the
difference equation.

     
T
kekeTKku dp

1
 (11.157a)

Here, T is sampling period.
Hence,

     
Tz
zTK

T
zTK

zG dpdp
c

11 1 







(11.157b)

11.7.4 The PID controller

Combine above three kinds of controller, we can get the PID controller. For
continuous-time systems, the PID controller can be described by the following integral
equation.

       








  dt

tdeTdtte
T

teKtu d

t

t
i

p
0

1 (11.158a)

Therefore, the transfer function can be confirmed as

  







 sT
sT

KsG d
i

pc
11 (11.158b)

In the case of discrete-time systems, the PID equation(11.158a) is approximated by
the following difference equation.

          







 





1
1

0
keke

T
Tie

T
TkeKku d

k

ii
p (11.159a)

Hence,

   
 








 





Tz
zT

zT
TzKkG d

i
pc

1
1

1 (11.159b)

Merge equation(11.159b) and we can get

    











1

2

zz
bazzKzGc (11.160)
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Here,








 


TT
TTTTTKK

i

idi
p

2

, 2TTTTT
TTTTa

idi

idi




 , 2TTTTT
TTb
idi

id




11.8 Steady-state Error

11.8.1 Steady-state error

There also exists steady-state error in discrete-time system. In this section, we briefly
cover this subject. Before discussing this theme, two theorems are given here.

Theorem11.8.1: Initial value theorem
The initial value of sampled function and its z transformation function have the

following relation:

   zFf
z 

 lim0 (11.161)

Demonstration
The z -transform of  kTf may be written as

           




 21

0
20 zTfzTffzkTfzF

k

k

Taking the limits of both sides of the above equation as z , we immediately
achieve above relation(11.162).

Theorem11.8.2: Final value theorem
The final value of sampled function and its z transformation function have the

following relation:

     zFzkTf
zk

1

1
1limlim 


 (11.162)

Demonstration
Consider the z -transform of    kTfTkTf  .

         







n

k

k

n
zkTfTkTfkTfTkTfZ

0
lim

Then we obtain

          







n

k

k

n
zkTfTkTfzFzfzzF

0
lim0

Or,

          






 
n

k

k

n
zkTfTkTffzFz

0

11 lim01
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Taking the limits of both sides of the above equation as z , we immediately
achieve

          

                   













 
ffnTfTnTfTfTffTf

zkTfTkTffzFz

n

n

k

k

nz

020lim

lim01lim
0

11

1



Hence,

       zFzkTff
zk

1

1
1limlim 




Figure11.20 Unit feedback closed-loop discrete-time system
Let’s consider the unity feedback discrete-time closed-loop system shown in

figure11.20. Assume that the system under control is stable, that’s the final value of
discrete-time system exists. Define

            
























 
 



s
sG

ZzsG
s
eZsGsGZzG p

p

Ts

ph
1

^
11

Then, the closed-loop transfer function  zH will be

   
 zG

zGzH ^

^

1
 (11.163)

The error  zE is given by

       zEzGzRzE
^



Hence

   
 zG

zRzE ^
1

 (11.164)

Applying final value theorem to steady state error, we can get that the steady-state
error of error sampled function  kTe , denoted as sse , is defined as

     zEzkTee
zkss

1

1
1limlim 


 (11.165)

If equation(11.164) is substituted into equation(11.165), then we have
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       
 zG

zRzzEze
zzss ^

1

1

1

1 1
1lim1lim


 






(11.166)

11.8.2 Steady-state error for common functions

In this section, we will consider three particular input excitation: namely, the step
function, the ramp function, and the acceleration function for they are commonly used in
industry or scientific research.

1. Step function
In this case,   1tr or   1kTr , from the definition of z transformation, there is

       11
11 


z

ZkTrZzR

Replacing above expression into equation(11.166) yields

 
    p

zzss KzGzzG
ze





























































 1
1

1

1lim
1
1

1

11lim ^11^
1

1
,  zGK

zp

^

1
lim


 (11.167)

Here, pK is called the position error constant.

2.Ramp function(also called slope function)
In this case,   ttr  or   kTkTr  , in the same way, we have

      
 21

1

1 






z
TzkTZkTrZzR

Applying above equation into equation(11.166) yields

   
 

 
        v

zzzss KzGz

T
z

Tz

zG
z

zG

zRze 1

1
lim

11

11lim
1

1lim ^
1121

1

^
1

1^
1

1





















































(11.168)

   












 




 T
zGzK

zv

^
1

1

1lim

Here, vK is called the velocity error constant.

3.Acceleration

In this case,  
2

2ttr  or    2
2
1 kTkTr  , applying z transformation yields

        
 31

112
2

12
1

2
1


















z
zzTkTZkTrZzR

Substituting the  zR in equation(11.166) yields
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 
 

 
      a

zzss KzGz

T
z

zzT

zG
ze 1

1
lim

12
1

1

11lim ^21

2

131

112

^
1

1




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Here, aK is called acceleration error constant.

When the open-loop transfer function  sG
^

of a discrete-time system has the
following form

 
 

 
 









zb
za

z
zG j1

1^
(11.169)

such discrete-time system is called a type j system, where  za and  zb are z

polynomials which do not involve the term  1z .

11.9 Design of Mechanical Worktable Motion Control

Figure11.21 Mechanical worktable motion control system
Worktable motion position control system has an very important role in modern

manufacturing system. System controls the worktable position at a certain location. Here,
we assume that the worktable is activated in each axis by a motor and lead screw, as shown
in figure11.21. For figure11.21, we only consider the x -axis and check the motion control
for a position feedback system, which block diagram is shown in figure11.22. The design
goal is to obtain a fast response with a rapid rise time and settling time to a step common
while not exceeding an overshoot of 5%.

Figure11.22 Block diagram of Mechanical worktable motion control system
To configure the system, we choose a power amplifier and motor so that the system is
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described by the block diagram in figure11.23. Obtaining the transfer function of the motor
and power amplifier, we have

Figure11.23 Block diagram model of wheel control in worktable

    2010
1




sss
sGp

In mechanical worktable control system, we obtain  sD from  sGc . In the

following we confirm the z transform of given function  sGp using the root locus

method. Firstly, we select the controller as a simple gain in order to determine the response
that can be achieved without a compensator. Plotting the root locus shown in figure11.24,
we find that in the vicinity of 662K , the dominant complex roots have a damping ratio
of 0.691, and we expect a 5% overshoot.

Figurer11.24 Bode graph of  sGp

From the overshoot5%, we can calculate the damping ratio 6901.0 .
Then we introduce the digital controller

 
bs
asKsGc 




We will select the zero at 11s so that the complex roots near the origin dominate.
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Utilizing the lead-lag compensator in classical method, we find that we require the pole at
62s . Evaluating the gain at the roots, we find that 8000K . Now select sampling

period sec01.0T , we have

62
118000





s
sGc

Then

 
Bz
AzCzD






Where
8958.011   TeA and 5379.062   TeB

Now we can get
































620
1108000

5379.01
8958.01

1
1 C

B
AC , namely 6293C

Hence,   











5379.0
8958.06293

z
zzD .

The performance comparison between proportional controller and  zD controller is
listed out in table11.6.

Table11.6 Performance comparison between (1) controller and (2) controller
Compensator  sGc K Overshoot(%) Settling time(sec) Rising time(Sec)

(1)K 700 5 1.12 0.4
(2)    6211  ssK 8000 5 0.6 0.25

Obviously, the performance of  zD controller is better than that of proportional

controller K . Using this  zD , we can get a desired response very similar to that obtained
from the continuous system model.

Chapter summary

Digital control systems are described and analyzed basically, especially for linear
time-invariant discrete-time system and sampled-data systems. Furthermore, the stability
and its application examples of digital control system are explained. Furthermore, the
controllability and observability and optimal control are respectively narrated and
explained for digital control system. Besides these, how to design discrete-time controller
is provided for readers, and digital PID controller are also narrated and deduced. Finally,
steady-state error of modern digital control system are explained and exampled with
respect to the concept in the classical control. In this chapter, readers need to know the
common block diagram, stability, controllability and observability and optimal control on
modern control system; especially, steady-state error needs to be understood and grasped.
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Review Questions

11.1. Please talk about the concept of digital control and your comprehension.
11.2. Which methods can be utilized to judge the stability of digital control system?
11.3. Please talk about the controllability difference between linear continuous-time system
and linear digital control system.
11.4. Please give out the formula of judging the controllability of digital control system.
11.5. What is the observability criterion or formula of a digital control system?
11.6. How is linear quadratic regulator expressed in optimal control?
11.7. Please talk about digital PID controller and the implementation algorithm you know.
11.8. What is steady-state error? Please give out some examples you know to demonstrate
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the role of steady-state error.
11.9. Please talk about the expression and implementation of the steady-state quadratic
regulator.

Problems

Problem11.1. A discrete-time system is described by the following state-space equations

           kDukCxkykBukAxkx  ,1

Where

0,
1
1

,
1
0

,
23
10





























 DCBA

Please find the transition matrix, the transfer function, and the response of the system
when the input is the unit step sequence.
Problem 11.2. Please find the following transfer function of the systems described by the
difference equations.

(1)          kukukykyky 214122  ;

(2)      kukyky  22 .

Problem11.3.Consider the following system,

         
   kCxky

xkBukAxkx T


 000,1

where




















0
1

,
20
11

BA ,  0,1C

Please find a control sequence, if it exists, that can drive the system to desired final

system state  T3.22 .

Problem11.4. Check the stability of the system described by

     kxkxkx 211 1  ,        kukxkxkx  212 21 ,    kxky 1

If the system is unstable, use the output feedback law    kgyku  to stabilize it.

Determine the range of values of a suitable parameter g .

Problem11.5. A discrete-time system can be described by equations
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