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Objectives
When you have finished this chapter, you should be able to:
 Understand the basic concepts on PID control and robust control
 Know the working principle of PID control and basic thoughts of robust control
 Describe robust control system correctly
 Recognize robust model and stability and performance.
 Utilize the sixteen-plant theorem to simply analyze a robust control system.

8.1 Introduction

In the control of dynamic systems, no controller has enjoyed the success and failure of
the PID control.In all control design techniques, PID controller is the most widely used.
Over 85% of all dynamic controllers are of the PID variety. There is actually a great variety
of types and design methods for the PID controller.

What’s a PID controller? The acronym PID stands for
proportional-integral-differential control. Each of these, the P, the I and the D are terms in a
control algorithm, and each has a special purpose. Sometimes certain of the terms are left
out because they are not needed in the control design. This is possible to have a PI, PD or
just a P control. It’s very rare to have a ID control.

PID functions in control system are listed as follows:
1) Provide feedback for control system;
2) Eliminate steady state offsets through integral action;
3) Anticipate the future through derivative action;
PID control is an important ingredient of a distributed control system. The PID

controllers are also embedded in many special-purpose control systems. In process control,
more than 95% of the control loops are of PID type, most loops are actually PI control.
Many useful features of PID control have not widely disseminated because they have been
considered trade secrets.Typical examples are techniques for mode switches and
anti-windup.

PID control is often combined with logic, sequential machines, selectors, and simple

PID Control and Robust Control

This chapter will focus on two themes:PID control and Robust control. Firstly, the
basic adjustment laws of PID (Proportional-Integral-Differential(Controller), PID) control
are narrated and explored. Then relatively specific control laws deduced from PID
controller will be provided for readers. On the basis of PID control, robust control will be
introduced to realize the application of robust control in application.
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function blocks to build the complicated automation systems used for energy production,
transportation, and manufacturing. Many sophisticated control strategies, such as mode
predictive control, are also organized hierarchically. PID control is employed at the lowest
control; the multi-variable controller gives the setpoints to the controllers at the lower
control. The PID controller is an important component in almost every control system.

This chapter gives an introduction to PID control and robust control. The basic
algorithm and various representations are presented in detail. A description of the properties
of the controller in a closed loop based on intuitive arguments is given. The phenomenon of
reset windup, which occurs when a controller with integral action is connected to a process
with a saturating actuator, is discussed, including several methods to avoid it.

8.2 PID Structure

8.2.1 PID problem

The standard PID control configuration is shown in figure8.1.It is sometimes called to
the “PID” parameter form.

Figure8.1 PID control systems
In such configuration, control signal  tu is the sum of three terms. Each of these

terms is a function of the tracking error  te . The term pK indicates that this term is

proportional to the error. The term sK i is an integral term, and the term sKd is a

derivative term. Each of these terms can work independently to the other.

8.2.2 PID control structure

The combination of the proportional, integral,derivative actions can be done in
different ways. In the so-called ideal or non-interaction form, the PID controller is
described by the following function:

Proportional-integral-derivative function:
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 
dt
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eKtu D

t

IPD

t

I
P 








  00

1 (8.1)

Transfer function when all initial conditions are zero:

   sEsK
s
KKsU D
I

P 





  (8.2)

Here, PK is the proportional gain, IT is the integral time constant, and DT is

derivative time constant. Integral constant IK can be calculated by expression
I

P
I T

KK  ;

derivative constant DK may be done by expression DPD TKK  .

From equation(8.2), it is known that the changing relation between input variable  sE
and output variable  sU is up to the proportional amplification coefficient, integral time
constant and derivative time constant.

When there is no integral component in PID controller, PID control is converted into
PD control; when derivative part is zero, PID control is converted into PI control; and when
integral component and derivative component are both zero, PID control is completely
converted into P control. If amplification coefficient PK become larger, the role of

proportional part will become stronger. However, when amplification coefficient PK
exceeds the permissible range of PID control, control system will appear oscillating
phenomenon, even divergent oscillation. If system is excessively stable, redundant error is
easily increased in control system. Integral part is used to eliminate static error of system,
which is decided by integral time constant IT .If it become bigger and bigger, the integral
role will become weaker and weaker. Derivative part is used to suitably adjust the changing
velocity of error, overcome external disturbance, and prevent the increment of deviation. If
derivative time constant DT is very large, there are easily a larger oscillation to controlled
variable in control system. That’s to say, PID control is in nature to confirm three
parameters:the proportional gain PK , integral constant IK and derivative constant DK .

(a) Ideal form of PID controller (b) Series and parallel form of PID controller

(c)Feedforward form of PID controller (c) Feedback and feedforward form
Figure8.2 Relative forms of PID controller

Besides the block diagram in figure8.1, the following 4 forms are used in practice,
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shown in figure8.2.
1.P(proportional,P) control
The proportional control action is proportional to the current control error according to

the following expression:
        tytrKteKtu PP  (8.3)

Here, sign PK is the proportional gain. Its meaning is straightforward, since it
implements the typical operation of increasing the control variable when the control error is
large. The transfer function of a proportional controller can be derived trivially as

  PKsG  (8.4)
With regard to the on-off controller, a proportional controller has the advantage of

providing a small control variable when the control error is small and therefore to avoid
excessive control efforts. The main drawback of using a pure proportional controller is that
it produces a steady-state error. It’s worth noting that this occurs even if the process
presents an integrating dynamics, in case a constant load disturbance occurs. This motivates
the addition of a bias or reset term bu , namely,

    bP uteKtu  (8.5)

The value of bu can be fixed at a constant level(usually at   2minmax uu  ) or can be

adjusted manually until the steady-state error is reduced to zero. It is worth noting that in
commercial products the proportional gain is often replaced by the proportional band PB ,
that’s the range of error that causes a full range change of the control variable.

PK
PB 100

 (8.6)

2.I(integral,I) control
The integral action is proportional to the integral of control error, which can be

expressed as

   
t

I deKtu
0

 (8.7)

Here, sign IK is integral control gain. It appears that the integral action is related to
the past value of the control error. The corresponding transfer function is

 
s
KsG I (8.8)

The presence of a pole at the origin of the complex plane allows the reduction to zero
of the steady-state error when a step reference signal is applied or a step load disturbance
occurs. In other words, the integral action is able to set automatically the correct value of
reset term bu so that the steady-state error is zero. That’s to say, the main function of

integral action is to make sure that the process output agrees with the set-point in steady
state. With proportional control, there is normally a control error in steady state. With
integral action, a small positive error will always lead to an increasing control signal, and a
negative error will give a decreasing control signal no matter how small the error is.
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The following simple example shows that the steady-state error will always be zero
with integral action. We postulate that the system is in steady state with a constant control
signal( 0u ) and a constant error  0e .From equation(8.1), the control signal can be given by

  







 

t

I
P edt

T
eKtu

0

1 (8.9)

The form of transfer function is gained by

  









sT
KsU

I
P

11 (8.9)

As long as 00 e , this clearly contradicts the assumption that the control signal 0u is

constant. A controller with integral action will always give zero steady-state error.
Integral action can also be visualized as a device that automatically resets the bias

term bu of a proportional controller. This is illustrated in the block diagram in figure8.3,

which shows a proportional controller with a reset that is adjusted automatically. The
adjustment is made by feeding back a signal, which is a filtered value of the output, to the
summing point of the controller. This was actually one of the early inventions of integral
action, or “automatic reset”, as it was so called.

Figure8.3 Implementation of integral action as positive feedback around a lag
The following equations follow from the block diagram in figure8.3:

IeKu P  (8.10a)

uI
dt
dITI  (8.10b)

After eliminating output variableu , there is the following equation:

IeKI
dt
dIT PI 

Hence,

eK
dt
dIT PI  (8.11)

Equation(8.11) shows that controller in figure8.3 is PI controller in fact.
3.D(Derivative, D) control
While the proportional action is based on the current value of the control error and the

integral action is based on the past values of the control error, the derivative action is based
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on the predicted future values of the control error. An ideal derivative control law can be
expressed as

   
dt
tdeKtu D (8.12)

Here, sign DK is derivative gain. The corresponding controller transfer function is:

  sKsG D (8.13)
In order to understand better the meaning of the derivative action, it is worth

considering the first two terms of the Taylor series expansion of the control error at time DT
ahead:

     
dt
tdeTteTte DD  (8.14)

The control signal is thus proportional to an estimation of the control error at time DT
ahead, where the estimation is obtained by linear extrapolation.

If a control law proportional to expression in equation(8.14) is considered,

   






 

dt
tdeTeKtu DP (8.15)

thus this naturally results in a PD controller.The control variable at time t is therefore
based on the predicted value of the control error at time  dTt  . For this reason the

derivative action is also called anticipatory control, or rate action.
Obviously, the derivative action has a great potentiality in improving the control

performance as it can anticipate an incorrect trend of the control error and counteract for
it.Of course, there are all types of PID controllers in industries.

8.3 Control System With PID controller

8.3.1 System characteristic equation with PID controller

The general transfer function of PID controller is as follows:

    
s
bsasKsK

s
KKsT

sT
KsG pd

i
pd

i
pc

1111 









 (8.16)

Here,

i

p
i T

K
K  , dpd TKK  , diTTab  , iTba 

Hence,PID control component increases the number of zeros by two and the number
of pole by ones, where the two zeros are respectively located at as 1 and bs 1
and the pole is located at 0s . PID controller is designed by properly choosing the
parameters such as pK , iK or dK to control given system with all advantages of the PD
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and PI controllers combined.
A typical closed-loop control system is shown with PID controller in figure8.4.

Figure8.4 A typical control system with PID controller
From figure8.4, the closed-loop control system transfer function can be gained as

     
   sGsG

sGsG
s

pc

pc



1

 (8.16)

Hence, for unit negative feedback system, its characteristic equation yields to
    01  sGsG pc (8.17)

If feedback component is  sH , not a unit feedback, corresponding characteristic
equation can be written out similarly as

      01  sHsGsG pc (8.18)

In terms of Routh’s stability theorem, so long as the roots of equation(8.17) and
equation(8.18) are located in left plane or unit circle of complex plane, the control system
with PID controller will be stable.

Example8.1 Assume a control system with PID controller is shown in figure8.4. The
transfer function of plant component is the following:

    21 11 sTsT
KsG




Using PID controller is to achieve arbitrary pole placement and to simultaneously
drive the position steady-error to zero.

Solution
There includes PID controller in figure8.4; hence in terms of equation(8.17), we can

easily write out the following characteristic equation of closed-loop control system:
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   0
11

111
21













sTsT
KsT

sT
K d

i
p

Namely,

0111

212121

2

2121

3 


















i

ppdp

TTT
KK

s
TT

KK
TT

s
TT
TKK

TT
s

Hence, this system is a third-order control system. The general form of the
characteristic equation of third-order system is as follows:

   02 22  nnsss 

Equating coefficient of like powers of complex variable s in the last two
characteristic equations, and after some algebraic manipulations, we arrive at the following
values for the PID controller parameters pK , iT and dT :

 
K

TTK n
p

1212
21 


 ,  

3
21

2
21 121

n

n
i TT

TTT


 
 ,  

  121
2

21

2121








TT

TTTTT n
d

Hence, for any desired values of coefficients , n and  , we can always find

adjustment parameters pK , iT and dT such that the closed-loop characteristic polynomial

has the desired form   22 2 nnsss   . Since the roots of this polynomial are the

poles of the closed-loop system, it follows that we can achieve arbitrary pole placement of
the given second-order system with a PID controller. This result is of paramount
importance, since controlling the poles one controls completely the stability and may
greatly influence the time response of the closed-loop system.

8.3.2 Design of PID controller using the Ziegler-Nichols method

The PID controller has the flexibility of simultaneously tuning three parameters: pK ,

iT and dT . This allows a PID controller to satisfy the design requirements in many

practical cases, a fact which makes the PID controller the most frequently met controller in
practice. Then in classical control theory, it is known that the appropriate values of the
parameters pK , iT and dT of the PID controller may be chosen by trial and error.To

facilitate the determination of the appropriate values of the parameter pK , iT and dT ,

even for cases where a mathematical model for the system under control is not available,
Ziegler and Nichols have suggested the following two rather simple and practically useful
methods.

1. Transient response method
In this case, the system under control is excited by the unit step function(Figure8.5a).

The shape of the transient response of the open-loop system may have the general form
shown in figure8.5b.

UNDER PEER REVIEW



Chaper8 PID Control and Robust Control

- 485 -

(a) Input signal (b) Output signal

Figure8.5 Transient response method
In this case, we introduce two parameters: delay time dt and rising time rt . Aiming in

achieving a damping ratio  of about 0.2(which correspond to the overshoot of about

25%), the value of parameters pK , iT and dT of the PID controller are chosen according

to table8.1.
Table8.1 The Value of the Parameters pK , iT and dT Using the Ziegler-Nichols Transient

Response Method
Controller pK iT dT

Proportional P dr tt  0

Proportional-Integral PI dr tt9.0 3.0dt 0

Proportional-Integral-Derivative PID dr tt2.1 dt2 dt5.0

It is useful that to mention that here the transfer function of the control system may be
appropriated as follows:

  












st
eKsG

r

std

1
(8.19)

Furthermore, upon using table8.1, the PID controller transfer function  sGc

becomes

   







 




















s
tstst

stt
tsT

sT
KsG d

rd
dd

r
d

i
pc

216.05.0
2
112.111 (8.20)

Namely, the PID controller has a pole at original point and a double zeros at

dts 1 .

Example8.2 In figure8.5, the unit step response of an executor is given. Transient
response parameters are sec150dt and sec75rt . Please use table8.1 to determine the

parameters pK , iT and dT of the PID controller.

Solution
According to equation(8.20) and table8.1, we readily have
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6.0
150
752.12.1 

d

r
p t

tK

sec30015022  di tT

sec751505.05.0  dd tT

Hence, the transfer function of PID controller is as follows:

   







 







 

s
ss

s
sGc

215014575
300
116.0

2. The stability limit method
Here, we start by controlling the system only with the proportional controller shown in

figure8.6a. The gain pK is slowly increased until a persistent oscillation is reached in

figure8.6b. At this point, we mark down the value of parameter pK , denoted as pK
~

as

well as the value of respective oscillation period, denoted as
~
T . Then the parameters of

pK , iT and dT of the PID controller are chosen in table8.2.

(a) Closed-loop control system block diagram with proportional controller

(b) Sustained oscillations with period
~
T

Figure8.6 The stability method
For such case, and upon using table8.2, the transfer function of PID controller

becomes
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 























 

































s

Ts
TKsT

sT
KsT

sT
KsG ppd

i
pc

2~

~~
~

~

~
4

075.0
85.0

116.011 (8.21)

Table8.2 The Value of the Parameters pK , iT and dT Using the Ziegler-Nichols Stability

Limit Method
Controller pK iT dT

Proportional P
pK

~
5.0  0

Proportional-Integral PI
pK

~
45.0 2.1

~
T 0

Proportional-Integral-Derivative PID
pK

~
6.0 2

~
T 8

~
T

That’s to say, the PID controller has a pole at original point and a double zeros at
~

4 Ts  .
Example8.3 In figure8.6, the block diagram of control system is given. Please use

Ziegler-Nichols Stability Limit method to determine the parameters of PID controller. And

used Routh stability criterion to calculate the values of pK
~

and
~
T . The transfer function

of control system is the following:

    41
1




sss
sG

Solution
For there is only one proportional component in figure8.6, the transfer function of

closed-loop transfer function can be given as follows:
 
     p

p

Ksss
K

sR
sY




41

The proportional value pK of PID controller that make control system marginally

stable, in which case sustained oscillations occur, can be obtained using Routh’s stability
criterion. The characteristic equation of control system is given as follows:

045 23  pKsss

The Routh array is as follows:

p

p

p

Ks

K
s

Ks
s

0

1

2

3

5
20

5
41



After examining the coefficient of the first column of above Routh table, we readily
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find that sustained oscillation can occur when 20pK . Thus, critical gain pK
~

is 20.

With the gain pK set equal to pK
~

, the characteristic equation becomes

02045 23  sss
Substituting js  into the characteristic equation, we can get the frequency of

sustained oscillation. We have

      02045 23   jjj
Hence, in terms of complex rules, we can order that real and imagine are zero, and

then we can gain the solution: 2 .

The period
~
T of sustained oscillation can be calculated out as follows:

14.3
2
22~

 

T

Referring table8.2, we may determine the parameters pK , iT and dT of the PID

controller:

12206.06.0
~

 pp KK

57.114.35.05.0
~

 TTi

3925.014.3125.0125.0
~

 TTd
Hence, the transfer function of PID controller in figure8.6 can be achieved as follows:

   







 







 










s
ss

s
sT

sT
KsG d

i
pc

227389.171.43925.0
57.1
111211

The PID controller has a pole at original point and a double zeros at 27389.1s .
The closed-loop transfer function in figure8.6 can be given as follows:

     
   

 
  

 
  

643.71271.85
643.71271.4

41
127389.171.41

41
127389.171.4

1

234

2

2

2






















 


















 






ssss
ss

ssss
s

ssss
s

sGsG
sGsGs

c

c

The unit step response  sY of closed-loop control system can be acquired by

      

















sssss
sssRssY 1

643.71271.85
643.71271.4

234

2



In this control system in figure8.6, if the overshoot is excessive, it can be reduced by
tuning the controller parameters.

The design of a PID controller in a control system consists of the following reference
steps:
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1.Evaluate the performance of the uncompensated system to determine how much
improvement in transient response is required.

2.Design the PID controller to meet the transient response specifications. The design
includes the zero location and the loop gain.

3.Simulate the system to be sure all requirements have been met.
4.Redesign if the simulation shows that requirements have not been met.
5.Design the PID controller to yield the required steady-state error.
6.Determine the parameters pK , iT and dT of the PID controller in figure8.4.

7.Simulate the system to be sure all requirements have been met.
8.Redesign if simulation shows that requirements have not been met.

8.3.3 Digital implement of PID control

If a digital implement of PID controller is adopted, then previous control laws
considered have to be discretized. This can be done with any of the available discretization
method. Now let’s consider the continuous time expression of a PID controller in ideal
form:

       








  dt

tdeTde
T

teKtu
t

d
i

p 0

1  (8.22)

And we define the sampling time t . The integral term in equation(8.22) can be
approximately by using backward finite differences as

   



k

i
i

t
ttedek

1
0

 (8.23)

Here, sign  ite is the error of the continuous time system at the ith sampling instant.

By applying the backward finite difference also into the derivative term, it results in
     

t
tete

dt
tde kkk




 1 (8.24)

Then, discrete control law becomes

          













 


 1

1
kk

d
k

i
i

i
kpk tete

t
Tte

T
tteKtu (8.25)

In this way, the value of control variable can be determined directly. Alternatively, the

control variable at the time instant kt can be calculated on the basis of the value  1ktu at

the previous time instant 1kt . By subtracting the expression of  1ktu from that of  ktu ,

we can obtain the following expression:
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          













 




  21

1

1
11 kk

d
k

i
i

i
kpk tete

t
Tte

T
tteKtu (8.26)

               

     




























































21

2111

211

2

k
d

k
d

k
d

i
p

k
d

kk
d

k
d

k
i

kpkk

te
t
Tte

t
Tte

t
T

T
tK

te
t
Ttete

t
Tte

t
Tte

T
tteKtutu

(8.27)

The algorithm in equation(8.27) is called incremental algorithm or velocity algorithm,
while algorithm in equation(8.25) is called position algorithm. Expression(8.27) can be
written more compactly as

         231211   kkkkk teKteKteKtutu (8.28)

Here,

t
TKK

t
TKK

t
T

T
tKK

d
p

d
p

d

i
p






























3

2

1

21

1

(8.29)

Here, we define 1D as the backward shift operator such as
   11


  kk tutuD (8.30)

Then the discrete PID controller in velocity form of equation(8.28) can be expressed
as

   kk te
D

DKDKKtu 1

2
3

1
21

1 






 (8.31)

In equation(8.31), coefficients 21, KK and 3K can be viewed as the tuning

parameters.
On information on tuning parameters of PID controllers, readers can consult related

PID control books published in market. Here, author will not narrate and explain this theme
in detail.

8.4 Lead-lag Compensator

Closely related to PID control is the idea of lead-lag compensation. These ideas are
frequently used in practice, specially when compensators are built with electronic hardware
components. The transfer function of these compensators is the form:
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 
1
1

2

1





s
ssC


 (8.32)

If 21   , then this is a lead component and when 21   , this is a lag component.

Figure8.7 Approximate Bode diagram of lead component( 21 10  )
The straight line approximation to the Bode diagram for Lead component is given in

figure8.7. The lead compensator acts like an approximate derivation. From figure8.7, we
see that this graph produces approximate 45o phase advance at 11   without a
significant change in gain. Thus if we have a simple feedback loop which passes through
the 1 point at frequency 1 , then inserting a lead compensator such that 111  will
give a 45o phase margin. Of course, the disadvantage is an increase in the high frequency
gain which can amplify high frequency noise.

An alternative interpretation of a lead component is obtained on considering its
pole-zero structure. From equation(8.32) and the fact that 21   , we see that it introduces

a pole-zero pair, where the zero(at 11 s ) is significantly closer to the imaginary axis

than the pole that is located at 21 s .
On the other hand, the straight line approximation to the Bode diagram for Lag

component is given in figure8.8.

Figure8.8 Approximate Bode diagram of lag component( 12 10  )
From figure8.8, we see that the low frequency gain is 20[dB] higher than the gain at
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11   . Thus this circuit, when used in a feedback loop, gives better low frequency
tracking and disturbance rejection. A disadvantage of this circuit is the additional phase lag
experienced between 2101  and 110  .

Hence, 21  is typically chosen to be smaller than other significant dynamics in the
plant. From the point of view of its pole-zero configuration, the lag component introduces a
pole located at 21 s , which is significantly closer to the imaginary axis than the zero

located at 11 s .
In chief, the lead component feature used in design is its phase advance characteristics.

The lag component instead is useful due to its gain characteristic at low frequency.
When both effects are required, a lead-lag effect can be obtained by cascading a lead

and a lag compensator.

8.5 Basic Thoughts of Robust Control

We design some control system to reach predicted performance , but there are always
some unsatisfied performance for some uncertainty factors exist in control system. In order
to gain satisfying performance with uncertain factors, people put forward robust control.
Designing highly accurate systems in the presence of significant uncertainty is a classical
feedback design problem. The theoretical bases for the solution of this problem date back
to the works of H.S.Black and H.W.Bode in the early 1930s, when this problem was
referred to as the sensitivities design problem. A significant amount of literature has been
published since then regarding the design of systems subject to large process uncertainty.
The designer seeks to obtain a system that performs adequately over a large range of
uncertain parameters. A system is said to be robust when its is durable, hardy, and resilient.

Robust control system has the following characteristics:
(1) Low sensitivity;
(2) Keep stable over the range of parameter variations;
(3) The performance continues to meet the specifications in the presence of a set of

changes in the system parameters.
Robustness is the low sensitivity to effects that are not considered in the analysis and

design phase such as disturbances, measurement noise, and unmodeled dynamics. The
system should be able to withstand these neglected effects when performing the tasks for
which is designed.

For any control system, all factors are divided into two types: certainty and uncertainty.
An example is given to demonstrate basic thoughts of robust control.

Example8.4 The mass of car is marked as M , road friction is expressed as sign  .
Dynamic model of car is shown in figure8.9. Motion equation of car is as follows:

f
dt
dM  
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If the mass of car changes with change of car load and if friction coefficient 

changes with the change of road situation, coefficients in above equation have a certain
uncertainty. The accurate value of mass M and friction coefficient  can not be gained.

Figure8.9 Car speed control model
Assume that the change range of parameters is given as follows:

1010   MMM

2020  

Here, 1 and 2 are given constant. Then actual system could be depicted as

    2100 ,, 
 Mf

dt
dMM

Hence, certainty part in control system can be expressed as

f
dt
dM  

00

And uncertainty part in control system can be depicted into parameter vector set.
  21,,   MM

If transfer function f to car speed  is used to describe speed control model in
figure8.9, we have

     sGsG
Ms

sG 


 0
1


Here,

 

        






















0000000

00
0

11

1








sMMsM
Ms

sMMs
sG

sM
sG

Obviously, there easily find a boundary function  jr which meets uncertainty
parameter vector set, we can gain

    jrjG 

Hence, in frequency domain, when control system is described, this system in
figure8.9 can be expressed as
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 
      RjrjGsG

sG



 ,

00

：

：

Above example demonstrates that given system structure is very definite, and that
uncertainty is depicted by coefficient boundary perturbation of differential equation.
Uncertainty set may be boundary set of parameter space, or rational function set. For this
example, whatever way is used to depict given system is up to expression form of certainty
system. In practice, a lot of systems don’t perhaps gain accurate information on structure.

8.6 Uncertainty Representation of Robust Control System

In spite of robustness analysis or robust controller design, we should firstly build

mathematical model of controlled object, namely nominal model0
and uncertainty set

 . Nominal model 0
could be acquired by logic deduction or system identification.

Uncertainty representation will be explored in this section.
Uncertainty in control systems may stem from different sources. Model uncertainty is

one main consideration. Other considerations include sensor and actuator failures, physical
constraints, changes in control purposes, loop opening and loop closure, etc. Moreover, in
control design problems based on on optimization, robustness issues due to mathematical
objective functions not properly describing the real control problem may occur. On the
other hand, numerical design algorithms may not be robust. However when we refer to
robustness in this chapter, we mean robustness with respect to model uncertainty. We also
assume that a fixed linear controller is used.

Model uncertainty may have several origins. In particular, it may be caused by the
following points.

1. Parameters in a linear model, which are approximately known or are simply in
error.

2. Parameters, which may vary due to nonlinearities or changes in operating
conditions.

3. Neglected time delays and diffusion process
4. Imperfect measurement devices
5. Reduced(low-order) models of a plant, which are commonly used in practice,

instead of very detailed models of higher order
6. Ignorance of the structure and the model order at high frequencies
7. Controller order reduction issues and implementation inaccuracies.
The above sources of model uncertainty may be grouped into three main categories.
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1.Parametric uncertainty representation
In this case the structure of model and its order is known, but some of the parameters

are uncertain and vary in a subset of the parameter space.
2.Neglected and unmodeled dynamics uncertainty
In this case the model is in error because of missing dynamics, most likely due to a

lack of understanding of the physical process.
3.Non-parametric uncertainty
In this case uncertainty represents several sources of parametric and/or unmodeled

dynamics uncertainty combined into a single lumped perturbation of prespecified structure.
Here, nothing is known about the exact nature of the uncertainties, except that they are
bounded.

8.6.1 Parametric uncertainty representation

Parameter uncertainty means that parameter perturbation of controlled object is used
to express uncertainty. Such uncertainty does not generally change system structure. In
practical engineering, all kinds of parameters such as friction coefficient, vector, moment of
inertia, network parameter is used to measure the change caused by error or component
aging. Such change can be depicted by parameter perturbation.

If a system could be depicted by state space model, parameter uncertainty could be
expressed as follows:

   
    










uxdxhy
uxgxfx




,,
,, (8.33)

Here, pmn RyRuRx  ,, are respectively state, control and input;

dhgf ,,, are the mapping function of suitable dimension;  Ts ，，， 21

is unknown parameter vector, i demonstrates the parameter of uncertainty factors caused

by error or unknown perturbation.
For linear system, equation(8.33) can be written into the following form:

   
    










uDCy
uBAx


 (8.34)

Here,       npmnnn RCRBRA    ,, and   mpRD  are matrix
function of unknown parameter . In example8.4, if perturbation parameters are marked as

M1 ,  2 , motion equation of system can be expressed as

f
MMMMdt

d







00

0 1
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Namely,

    fBA  


Here,  T21  ， ,  
10

20







M

A ,  
10

1






M

B .

From above example, it’s known that the structure of  A and  B is given and

includes a lot of given parameters. Furthermore, when 0 , matrices 0A and 0B

confirm the nominal model of the system. Hence, generally,  A and  B are
expressed into the additional form of nominal value and perturbation value, namely

    AAA  0 ,     BBB  0 (8.35)

If possible, the given part of matrices  A and  B may be separated to be
expressed into the following:

    aa FEA  ,     bb FEB  (8.36)

In fact, the separation form is not unique. For above example8.4, system model can be
expressed as

 
0

0
0 0

M
AA 

 ,     
















01

0201

0

0

0

0

10

20
0 1 M

M
MMM

AAA






Redefine unknown parameters as follows

01

01'
1 1 M

M





 ,
01

02'
2 1 M






Then
    aa FEA  '

Here,  11aE ,    T  '
2

'
1

'  ,
0

0

M
Fa


 .

Similarly,  B may be expressed as follows

 
0

0
10
M

BB  ,    













 bb FE

M
M

MMM
B '

10

01

0010

111 







Here,  01bE ,
0

1
M

Fb  .

Then, system model in equation(8.34) may be expressed as

     
      














uFEDFECy

uFEBFEAx

ddcc

bbaa

'
0

'
0

'
0

'
0



 (8.37)

For nonlinear system, system model may be expressed as

             
              














uxFExdxFExhy

uxFExgxFExfx

ddcc

bbaa

''

''



 (8.38)
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Hence, parametric uncertainty can be quantified by assuming that each uncertain
parameter is bounded within some region  maxmin ,  . In other words, there are

parameter sets of the form:
   rmp 1 (8.39)

Here, m is the mean parameter value,    minmaxminmax  r is the

relative parametric uncertainty and  is any scalar satisfying 1 .

Example8.5 Assume that the set of possible control component is given by
    maxmin0 ,   ppp sGsG

Here p is an uncertain gain and  sG0 is a transfer function without uncertainty.

Please try to determine the uncertainty description.
Solution
In terms of equation(8.39), write p as follows

  1,1   rmp

Here,

2
maxmin  

m and
minmax

minmax




 


r

Obviously, m and r are the average gain and the relative magnitude of the gain

uncertainty, respectively. Therefore, model set can be written as
     1,10   rsGsG mp

The above expression for  sGp is the uncertainty description of the set in this

example8.5.
Example8.6 Assume that the set of possible control component is given by

    maxmin0 ,
1

1 





 p
p

p sG
s

sG

Please try to determine the uncertainty description of example8.6.
Solution
Similarly, write p as follows

  1,1   rmp

Here,

2
maxmin  

m and
minmax

minmax




 


r

The model set in example8.6 can be written as

              1100 11
11

 





 sWsGsW
s
sG

srs
sGsG imim

mmm
p  
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Here,

   
sr
sGsG
m


1

0 and  
s
srsW
m

m
im 





1

Above expression for  sGp is the inverse multiplicative form of the uncertainty set

in example8.6.
Although parametric uncertainty is easily represented in some simple cases, it is

avoided in most cases because of the following reasons:
1. It requires large efforts to model parametric uncertainty, particularly in the case of

systems with a large number of uncertain parameters.
2. In many cases, the assumptions about the model and the parameters may be inexact.

However, the description of a family of system through parametric uncertainty is very
detailed and accurate.

3. In order to model uncertain systems through parametric uncertainty, the exact
model structure is indispensable. Unmodeled dynamics can not then be incorporated in this
description.

8.6.2 Non-parametric uncertainty representation

When uncertainty effect can not be expressed by parameter perturbation, it can be
depicted by unknown perturbation function or unknown dynamic equation. This type of
uncertainty is called to non-parametric uncertainty. For example, the nonlinear system
uncertainty on state function perturbation may be expressed as

         
          










uxdxdxhxhy
uxgxgxfxfx (8.40)

Here, dhgf ,,, are the given function vector or function matrix,

   xgxf  , ,  xh and  xd are unknown function vector or function matrix.
If nominal system is linear system, its non-parametric uncertainty model can be

expressed as

     
      










uxDDxCCy
uxBBxAAx (8.41)

In equation(8.40), matrices DCBA  ,,, are unknown matrices.
Similarly, when we build a above mathematical model of control system, the known

part in perturbation function should be separated to reduce the conservation when a robust
control system is designed. For example, system function can be separated as

      xxExf (8.42)

Here,  xE is known matrix,   x is unknown function vector. Or A is

expressed as
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   FExA (8.43)

Here, FE, are known matrices, and  is unknown matrix.

Uncertainty which is depicted by static function perturbation can not change the
dimension of system, that’s to say, it does not add the number of system state variable.
However, in practice, some factors are dynamic, and then they have to be depicted by
independent variables.

For linear system, frequency characteristic or transfer function can be employed to
describe system. For example, transfer function with uncertainty can be expressed as
follows:

     sGsGsG  0 (8.44)

In equation(8.43), function  sG0 is the transfer function of nominal system, and

 sG is the transfer function of unknown dynamic system. If  sG is bounded and if
its upper limitation is given, namely if rational function makes the following inequality be
found

     RjrjG   ,max (8.45)

then frequency characteristic curve of the transfer function in equation(8.43) will be drawn
in amplitude-frequency characteristic plane. Namely, equation(8.44) and equation(8.45)
describe same system.

For nonlinear system, control system with uncertainty can be described as

   
 
 




















P
xQ

uxgxfx
,

,,
(8.46)

In equation(8.46),  is utilized to describe the unknown state of uncertainty, Q and
P are unknown vector function.

This description steps of non-parametric uncertainty model are as follows:
1.Choose a nominal model  sG . A nominal model can be selected to be either a

low-order, delay-free or a model of mean parameter values or , finally, the central plant
obtained from the Nyquist plots corresponding to all of the plants of the given set P .

2.In the case of additive uncertainty, find the smallest radius  jr , which includes all
possible plants.

      jGjGjr PPGa
p




max (8.47)

In most cases we look for a rational transfer function weight  sWa for additive

uncertainty,. This weight must be chosen such that
      ,jrjW aa (8.48)

and is usually selected to be of low order to simplify the design of controllers.
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3.In the case of multiplicative uncertainty which is the preferred uncertainty form, find
the smallest radius  jrm , which includes all possible executing components.

     
 


jG

jGjGjr P

PG mp





max (8.49)

For a chosen rational weight  sWm , there must be

      ,jrjW mm (8.50)

8.7 Robust Model of Linear Uncertainty System

For linear system, the transfer function  sG0 of nominal system and unknown

transfer function error  sG and its boundary function  sr are employed to depict
uncertain system.

In fact, both nominal system model and uncertain model structure are not unique. In
spite of which structure is utilized to express given system, nominal model  sG0 and

certain boundary function  sr need to be constructed when the linear system model with
uncertainty is built.

8.7.1 Types of uncertainty system model

Expression forms of several common uncertainty system set are as follows:
(1) Multiplication uncertainty(multiplication perturbation). Its system model is shown

in figure8.10.

Figure8.10 Multiplication perturbation Figure8.11 Addition perturbation

        sGsWsGsG 01  ,   1


sG (8.51)

In equation(8.33),  sG0 is certainty model(nominal model),  sG is unknown

perturbation function, and  sW shows perturbation boundary function of  sG , which
is also called to power function that is generally a stable transfer function.

(2) Addition uncertainty( addition perturbation). Its system model is shown in
figure8.11.

       sWsGsGsG  0 ,   1


sG (8.52)

(3) Feedback uncertainty(feedback perturbation). Its system model is shown in
figure8.12.
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Ⅰ type of system model:

   
     sGsWsG

sGsG
0

0

1 
 ,   1


sG (8.53)

(a)Ⅰ type (b)Ⅱ type

Figure8.12 Feedback uncertainty model
Ⅱ type of system model:

   
   sWsG
sGsG



1

0 ,   1


sG (8.54)

For model uncertainty of above types, their perturbation value can be measured by

H norm.Hence, above model perturbation is called to norm boundary perturbation. In
practice, what is important is to how to confirm the boundary of perturbation function using
given information.

Example8.7 Assume that the change range of car mass is as follows:
0,0  ccMM

Then, massM could be expressed as
 cMM 0 , 11 

Hence, transfer function can be expressed into the form of feedback perturbation:

     sG
sWcssMMs

sG 0
0 1

111











Here,

 



sM

sG
0

0
1 ,  




sM
cssW
0

, 1

It is noted that above model is only the subset of equation(8.54) for coefficient is
not complex but real.

8.7.2 Model of perturbation boundary function

From above examples, it is known that confirming the boundary function of
perturbation function is a very important component in spite of which structure is adopted.
It’s very difficult that a uniform algorithm which is used to confirm the boundary function
of perturbation function is provided for readers. However, whatever methods are adopted to
find boundary function of perturbation function, the conservatism of model should be
possibly reduced to make boundary function including perturbation be closer to actual
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situation. Generally, weighting function  sW in the domain of medium-high frequency
should not exceed the gain of perturbation. It is because accurate control is very difficult in
a large range of perturbation frequency band. In frequency band, if given system
characteristic is accurate and given, control performance can be improved when designed.

The following several design methods of perturbation boundary function  sW are as
follows:

1. System identification method
Firstly, the difference     jGjG 0 between the frequency response  jG0 of

actual system and the frequency response  jG0 of nominal system is calculated out and

drawn in complex plane. Then weighting function  sW is ensured to make it cover the

difference     jGjG 0 .

2. Approximation method
Approximation method in fact is a kind of imminent method that utilizes low-order

system  sG0 approximately approaches high-order system  sG . Namely, the following

expressions should be calculated out.

    jGjG 0 or  
 

jG
jG

0

1 (8.55)

Secondly, weighting function  sW is acquired in the Bode plane to meet the
following inequality:

      jWjGjG  0 (additional perturbation) (8.56a)

Or,

 
   

 jW
jG
jG


0

1 (multiplicative perturbation) (8.56b)

Namely, the left of inequality (8.56) is drawn out, then weighting function  sW is
made to cover it.

8.8 Robust Stability in the H Context

In previous section, author has discussed how to represent model uncertainty in a
mathematical context. In this section author will derive conditions under which a control
system remain stable for all perturbations in an uncertainty set.

8.8.1 Robust stability with a multiplicative uncertainty

In figure8.13, a feedback system with a plant  sH , a controller  sK , and
multiplicative uncertainty is represented. If there is a multiplicative uncertainty of
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magnitude  jW it is determined whether the uncertain feedback system is stable.

Figure8.13 Closed-loop feedback system with multiplicative uncertainty
With the uncertainty present, the open-loop transfer function of feedback system in

figure8.13 is given by
                      ssGsWsGssWsKsHsKsHsG mmmmpp  1 (8.57)

Here,   1 sm .

Assume that, by design, the stability of the nominal closed-loop control system in
figure8.13 can be guaranteed. Furthermore, for simplicity, also assume that the transfer
function of the open-loop control system is stable. To test for the stability of the
closed-loop control system, Nyquist stability criterion needs to be utilized. Then it is
known that Nyquist stability, which is equivalent to the stability of all system for all  sGp ,

is also equivalent to the fact that open-loop transfer function  sGp should not encircle the

point 01 j , for all  sGp .

Figure8.14 Graphical derivation of robust stability condition through Nyquist plot
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Now let’s consider a typical plot of  sGp as shown in figure8.14. The distance from

the point 01 j to the center of disk, which represents  sGp , is  sG1 . Furthermore,

the radius of this disk is    sGsWm . To avoid encirclement of point 01 j , none of disks

should cover the critical point. Through inspecting the curve in figure8.14, it is concluded
that the encirclement is avoided if and only if

     sGsGsWm  1 ,  (8.58)

or equivalently if and only if
   

  1
1


 sG

sGsWm ,  (8.59)

Definition of sensitivity
The sensitivity function of system designated by  sS and the complementary

sensitivity function marked by  sT are defined as follows:

          11 11   sKsHsGsS (8.60a)

         11  sGsKsHsT (8.60b)

The sensitivity functions  sS and  sT satisfy the relation:     1 sTsS .
Using equation(8.60), one can conclude that the encirclement is avoided (equivalently

the robust stability condition is satisfied) if and only if
     ,1sTsWm (8.61)

The robust stability under multiplicative perturbation is assumed if and only if
    1


sTsWm (8.62)

It is worth noting that the robust stability condition(8.62) for the case of the
multiplicative uncertainty gives an upper bound on the complementary sensitivity function.
In other words, to guarantee robust stability in the case of multiplicative uncertainty one
has to make  sT small at frequencies where the uncertainty weight exceeds 1 in
magnitude.

Condition(8.62) is necessary and sufficient provided that, at each frequency, all
perturbations satisfying   1 jm are possible for the feedback system studied. If this

is not the case, this condition is only sufficient.
An alternative, rather algebraic, way of obtaining the robust stability condition(8.62)

is the following.
Since function  sGp is assumed to be stable and the nominal closed-loop system is

stable by design, then nominal open-loop transfer function does not encircle the critical
point 01 j . Consequently, since the family of uncertain plants is norm bounded, it then

follows that, if for some  sGp1 in the uncertain family, we have encirclement of point

01 j , then there must be another function  sGp2 in the uncertain family, which passes
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through point 01 j at some frequency. Therefore, to guarantee robust stability, the
following condition must hold:

   ,,01 pp GsG (8.63)

Hence, robust stability is guaranteed if and only if
           ,1,01 sssGsWsG mmm (8.64)

This last condition is most easily violated at each frequency when  jm has

magnitude 1 and the phase is such that the terms  sG1 and      ssGsW mm  have

opposite signs. Thus, robust stability is guaranteed if and only if
       ,01 sGsWsG m (8.65)

Then condition(8.62) follows easily.
Here, an example is provided to check robust stability using multiplicative

perturbation.
Example8.8 Consider the uncertain feedback control system in figure8.13. Assume

that the uncertain plant transfer function is given by the following expression:
        ssWsHsH mmp  1

Where

 
1

1



s

sH and
10
2



s

Wm

While the controller  sK is a constant gain controller of the form   10sK . Please
determine and judge whether the closed-loop system is robustly stable.

Solution
For this case the complementary sensitivity function  sT is given by

     
1

10



s

sKsHsG ,     
9
11 1




 

s
ssGsS

   
9

101



s

sSsT ,    
9019

20
9

10
10
2

2 





ssss
sTsWm

   
   

10
1990

20limlim
222





 

sTsWm

In terms of given condition(8.62), we can know that the closed-loop system is robustly
stable.

8.8.2 Robust stability with an inverse multiplicative uncertainty

In reality, the closed-loop system with inverse multiplicative uncertainty is possible.
Hence in this section, the robust stability condition will be derived for the case of feedback
systems with inverse multiplicative uncertainty.

Now the system block diagram is shown in figure8.15, with plant transfer function
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 sH , a controller  sK , and an inverse multiplicative uncertainty of magnitude  sWm .

Figure8.15 Closed-loop control system with inverse multiplicative uncertainty
Here,

         11  ssWsHsH imimp (8.66)

Now, suppose that the open-loop transfer function  sGp is stable and that the

nominal closed-loop system is also stable. As mentioned above, and since  sGp belongs

to a norm-bounded set, one conclude that robust stability is guaranteed if and only if one of
the following four equivalent inequalities holds:

     ,,01 sGsG pp (8.67a)

            ,1,011 1 jssWsG imimim (8.67b)

     
       


 ,1,0
1

1 j
ssW
ssWsG

im
imim

imim (8.67c)

          ,1,01 jssWsG imimim (8.67d)

The last condition is most easily violated at each frequency when  jim has

magnitude 1 and the phase is such that the terms  sG1 and    ssW imim  have opposite

signs. Thus, the robust stability is guaranteed if and only if
     ,01 sWsG m (8.68)

Taking into account the definitions of the sensitivity function  sS and of the H
norm, we finally obtain that robust stability with inverse multiplicative uncertainty is
guaranteed if and only if

    1


sSsWim (8.69)

Condition(8.69) indicates that in order to guarantee robust stability, in the case of the
inverse multiplicative perturbation, one has to make  sS small at frequencies where
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uncertainty weight exceeds 1 in magnitude.
Example8.9 Consider the uncertain feedback control system in figure8.15. Assume

that the uncertain plant transfer function is given by the following expression:

         11  ssWsHsH imimp

Where

 
1

1



s

sH and
7.03

2




s
sWim

While the PI controller  sK is a constant gain controller of the form

 
s

sK 21

Please determine and judge whether the closed-loop system is robustly stable.
Solution
For this case the sensitivity function  sS is given by

     
ss

s
s

s
s

sKsHsG







 2

22
1

1 ,     
2

1 2

2
1




 

s
sssGsS

   
4.167.03

2
27.03

2
23

23

2

2












sss
sss

s
ss

s
ssSsWim

    1
3
1lim 


sSsWim

In terms of equation(8.69), it is known that the closed-loop system is robustly stable.
For other cases of uncertainty descriptions such as the additive or the division

uncertainty, one can easily obtain robust stability conditions analogous to the given
conditions(8.62) and (8.69). Table8.3 summarizes the robust stability conditions for several
commonly used uncertainty models.

Table8.3 Robust stability conditions for several cases
Uncertainty description Robust stability condition

Additive uncertainty      ssWsG aa        1


sSsKsWa

Multiplicative uncertainty
      ssWsG mm 1

    1


sTsWm

Inverse multiplicative uncertainty

       11  ssWsG imim

    1


sSsWim

Division uncertainty

         11  ssGsWsG dd

      1


sSsGsWd

Perturbations always affect the performance of plant in reality, therefore, it’s necessary
for us to study the performance of robust control system. Here what we narrates robust
performance is internal stability and performance which should hold for all plants in a
family P . Before dealing with robust performance, nominal performance and its relation to
the sensitivity function should be firstly reviewed in brief. In the following, robust

UNDER PEER REVIEW



Modern Control Theory

- 508 -

performance will be explored for readers.

8.9 Robust Performance in the H Context

8.9.1 Nominal performance

The system block diagram in figure8.16 will be considered. Here,  sH is the plant

transfer function,  sK is the controller transfer function,  tr or  sR is the reference

input(command, set-point),  td or  sD is the disturbance(process noise),  tn or

 sN is the measurement noise,  tym or  sYm is the measured output, and  tu or

 sU is control signal(actuator signal).

Figure8.16 Block diagram of control system with disturbance and noise
According to figure8.16, the control error may be expressed as

     tytrte  , or,      sYsRsE  (8.70)
Namely,

                        sNsHsKsHsKsDsGsRsHsKsE d
11 11   (8.71)

Or, in terms of the sensitivity and the complementary sensitivity functions,
               sNsTsDsGsSsRsSsE d  (8.72)

If perfect control is gained from figure8.16, control error should be zero, namely,
      0 tytrte . That’s to say, good disturbance should be rejected, command tracking

and measurement noise on the plant output should be reduced. This means that, for
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disturbance rejection and command tracking, the sensitivity function  sS must be chosen
to be small in magnitude,whereas for zero noise transmission the same function must have
a large magnitude, close to 1 in the case of that  sT is small in magnitude. This
illustrates the fundamental nature of feedback design, which always involves a trade-off
among conflicting control objectives. Moreover, it illustrates that the sensitivity
function  sS is very good indicator of closed-loop performance. In particular, when

considering  sS as such an indicator, main advantage stems from the fact that it is
sufficient to consider just its magnitude and not worry about its phase.

Some common specifications in terms of sensitivity function  sS are listed as
follows:

1. Maximum tracking error at pre-specified frequencies
2. Minimum steady-state tracking error A
3. Maximum peak magnitude M of sensitivity function  sS
4. Minimum bandwidth *

b

Performance specifications of the above type in Table8.3 can usually be incorporated
in an upper bound,  sWp1 , on the magnitude of the sensitivity function, where  sWp is

a weight function chosen by the designer. The subscript P stands for performance, since,
as already mentioned, the sensitivity function is used as a performance indicator. Then, the
performance requirement is guaranteed if and only if one of the following three equivalent
inequalities is found:

      ,1 jWjS p (8.73a)

      ,1jSjWp (8.73b)

    1


 jSjWp (8.73c)

A typical weight function is as follows:

 
As

MssW
b

b
p *

*







 (8.74)

The following basic conclusions can be easily obtained from equation(8.74).
1.When   AsSs  ,0

2. When   MsSs  ,

3. The asymptotic curve of the Bode plot of the magnitude of sensitivity function  sS
cross 0 dB, at the frequency *

b , which is the bandwidth requirement.

Now, figure8.17 is considered to acquire the equivalent condition of nominal
performance. Taking into account the definition of sensitivity function, one can acquire
from equation(8.73) that nominal performance is equivalent to

      ,1 jGjWp (8.75)
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Figure8.17 Nominal performance in the Nyquist plot

At each frequency, the term  sG1 is the distance of  sG from the critical point

01 j in the Nyquist plot. Hence, for nominal performance,  jG must be at least at a

distance of weight function  jWp from the critical point. In other words, for nominal

performance,  jG must stay outside a disk of radius  jWp , centered at 01 j .

This graphical interpretation of nominal performance is depicted in figure8.17.
Example8.10 Consider the uncertain feedback control system in figure8.16 with

 
1

1



s

sH and   10sK

The design performance specifications for the closed-loop control system be the
following:

1.Steady-state tracking error 2.0A
2.Maximum peak magnitude 2M of sensitivity function  sS
3.Minimum bandwidth sec/5.0* radb 

Please judge whether the performance specifications for the closed-loop control
system meet the nominal performance requirement.

Solution
In terms of equation(8.74), the weighting function can be acquired as

 
2.02

1
2.05.0

212
*

*














s
s

s
s

As
MssW

b

b
p 



     
1

1010
1

1






ss

sKsHsG ,     
9
11 1




 

s
ssGsS

 
1
91





s
ssG

  1
1
9lim

1
9lim1 22

22

22

22











 







jG ,   5.0
42.0

1lim
22

22







 




jWp
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Apparently,  


 jG1 is greater than  


jWp , that’s, the given condition in

equation(8.75) can be satisfied. Therefore, the closed-loop system could meet the nominal
performance requirement.

8.9.2 Robust performance

Clearly, for robust performance, it is sufficient to require that condition(8.75) is
satisfied for all possible plants  sGp . In mathematical terms, robust performance is

defined by one of the following two equivalent inequalities:

      ,1 ppp GjGjW ， (8.76a)

      ,1 ppp SjSjW ， (8.76b)

In order to explore the robust performance and to simplify the model, one needs to
focus on multiplicative uncertainty case which is shown in figure8.18.

Figure8.18 Robust performance block diagram in multiplicative uncertainty case
Figure8.18 presents the block diagram for robust performance in the multiplicative

uncertainty case. It is not difficult to understand that condition(8.76) corresponds to the

requirement mdy  ,1* . In this case the set of possible open-loop transfer function is

provided by
                    ssGsWsGssWsGsHsKsG mmmmpp  1 (8.77)

Now, consider the Nyquist plot in figure8.19. To guarantee robust performance, it is
required that all possible open-loop transfer functions  jGp stay outside a disk of radius

 jWp centered on the critical point 01 j . It is evident that  jGp , at each

frequency, stay within a disk of radius     jGjWp , centered on  jG . Therefore, in

figure8.19, the condition for robust performance is that these two disks must not overlap.
The distance between the two centers of two disks is  jG1 . Consequently, the robust
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performance is guaranteed if and only if one of the following two equivalent inequalities is
satisfied:

Figure8.19 Robust performance in Nyquist plot

          ,1 jGjGjWjW mp (8.78a)

               ,111 11 jGjGjWjGjW mp (8.78b)

In terms of the definitions of the sensitivity and the complementary sensitivity
functions, robust performance can be obtained if and only if

          ,1jTjWjSjW mp (8.79)

Or in another form,

         


,1jTjWjSjW mp (8.80)

Here, equation(8.80) is given from the definition of the H -norm. Relation(8.80) is a
necessary and sufficient condition for robust performance.

An alternative way of acquiring the robust performance condition(8.79) is as follows.
According to the relation(8.76a), robust performance is guaranteed if the maximum

weighted sensitivity    sSsWp , at each frequency, is less than 1 in magnitude. That’s to

say, robust performance is guaranteed if and only if

      ,1sup jSjW pp
S p

(8.81)

The perturbation sensitivity is

            ssGsWsG
sGsS

m
pp 

 

1
11 1 (8.82)

The worst case(maximum) is obtained in the case that   1 sm at each frequency,

such that the signs of the terms  sG1 and      ssGsW mm  are opposite. In

mathematical terms, the following expression can be acquired:
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   
 

     
   
   








jTjW

jSjW

jGjWjG

jW
jSjW

p

p

p

p
pp

S p 





11
sup (8.83)

Combining relations(8.81) and (8.83) and considering the definition of the H -norm,
one can readily obtain the robust performance condition(8.80).

Condition(8.80) provides us with some useful bounds on the magnitude of  sG . In

particular, by observing that     jGjG  11 and     jGjG  11 , the

robust performance condition(8.80) is satisfied if

 
      1:,

1
1










jWjG

jW
jW

m
m

p (8.84a)

Or if

 
 
    1:,

1
1





 




 jW

jW
jW

jG p
m

p (8.84b)

It is proved that the robust performance condition is satisfied if

 
        11:,

1
1










jWandjWjG

jW
jW

pm
m

p (8.85a)

Or if

 
 

      11:,
1

1





 




 jWandjW

jW
jW

jG mp
m

p (8.85b)

For SISO system, the term        sTsWsSsW mp  is the structured singular value

  . With this definition, robust performance is guaranteed if and only if

  1


 (8.86)

On the structured singular value, readers may result in other control books.
Example8.11 Consider the uncertain feedback control system in figure8.16 with

 
1

1



s

sH   10sK
10
2



s

Wm and
2.02

1




s
sWp

Please determine whether the closed-loop control system satisfies the robust
performance specifications.

Solution
From the previous examples, it is known that the given system is robustly stable.

     
1

1010
1

1






ss

sKsHsG ,     
9
11 1




 

s
ssGsS ,  

9
10



s

sT

       
9019

20
8.12.182

1
9

10
10
2

9
1

2.02
1

22

2






















ssss

s
sss

s
s
ssTsWsSsW mp

        1
2
1lim 





jTjWjSjW mp

Hence, in terms of condition(8.80),closed-loop control system in example8.11 meets

UNDER PEER REVIEW



Modern Control Theory

- 514 -

robust performance specifications.

8.10 Robustness of LQR and Kalman Filter Feedback

Loops

8.10.1 Linear quadratic regulator(LQR) Feedback loops

Now consider the state space model which have been narrated:

BuAxx 


(8.87)
The state feedback law is as follows:

   tKxtu  (8.88)
Here, K is the optimal state feedback gain matrix. Taking Laplace transformations

of equation(8.87) and (8.88) with zero initial conditions,
   sKXsU  (8.89)

         sBUssBUAsEsX  1 (8.90)

Figure8.20 A linear quadratic regulator feedback loop

    1 AsEs (8.91)
Relationships(8.89) and (8.90) can be represented as an LQR feedback loop shown in

figure8.20. The LQR loop transfer matrix  sGLQ is given by

   BsKsGLQ  (8.92)

Breaking the loop at (1) in figure8.20, return difference matrix:
   BsKEsGE LQ  (8.93)

Return difference equality on the basis of equation(8.87).

           BsNBsNRsGERsGE T
LQ

T
LQ   (8.94a)

Here,
NNQ T (8.94b)

Proof
Consider algebraic Riccati equation:

QPBPBRPAPA TT  1 (8.95)
Equation(8.95) may be written as
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    QPBPBRPAsEAsEP TT  1 (8.96a)
For

PBRK T1 (8.96b)
then we have

    QRKKPAsEAsEP TT  (8.97)
Equation(8.91) is replaced into above equation, and then we can get

     QRKKPssP TT 
 11  (8.98)

Left-multiplying equation(8.98) by  sB TT  , and right-multiplying equation(8.98)

by  Bs ,

                
   BsQsB

BsRKKsBBsPssBBssPsB
TT

TTTTTTTT








 11

Namely,
           BsQsBBsRKKsBBsPBPBsB TTTTTTTT   (8.99)

From equation(8.96a),
PBRK T (8.100)

Substituting equation(8.100) into equation(8.99), then we can achieve
           BsQsBBsRKKsBBsRKRKsB TTTTTTTT   (8.101)

Adding matrix R to both sides of equation(8.101), using equation(8.92) and
equation(8.94b):

           BsNNsBRsRGsGsRGRsGR TTT
LQ

T
LQLQ

T
LQ   (8.102)

Equation(8.102) can be written as

           BsNBsNRsGERsGE T
LQ

T
LQ   (8.103)

Proof is completed.

8.10.2 Gain and phase margin of a single-input system

For a single-input system, function  sGLQ and R are scalar. Let

0 R (8.104)
Equation(8.103) reduces to

           BsNBsNsGEsGE T
LQ

T
LQ 




11 (8.105)

Order js  and substitute it into equation(8.105),

    22 111 BsNjGLQ 


  (8.106)

Therefore,
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  11  jGLQ (8.107)

From equation(8.107), it is known that the Nyquist plot of function  sGLQ will be

outside the circle of unit radius which center is at 01 j .

Assume that 1l is the factor by which the magnitude of input can change. In this case,

the loop transfer function will be  sGl LQ1 . Because the Nyquist plot of  sGLQ will be

outside the circle of unit radius which center is at 01 j , it will only intersect the

negative real axis beyond the point  0,2G . Hence, the number of encirclements of
01 j will remain unchanged provided

2
1

1 l (8.108)

Therefore, the gain margin of the single-input LQR feedback loop shown in figure8.20
is at least between 0.5 and  .

Assume that 1 is the angle by which the phase of the input can change. In this case,

the loop transfer function will be  sGe LQ
j 1 . Because the Nyquist plot of  sGLQ will be

outside the circle of unit radius which center is at 01 j and unit circles centered at

 00， and  01， intersect each other at  23,211 P and  23,212 P .

The number of encirclements of  01， will remain unchanged provided

31
  (8.109)

Therefore, the phase margin of the single-input LQR feedback loop in figure8.20 is at
least 3 or o60 .

8.10.3 Gain and phase margin of a multiple-input system

Assume that
ER  (8.110)

Then,from equation(8.94a),

           BsNBsNEsGEsGE T
LQ

T
LQ 




1 (8.111)

Similarly, substituting js  into equation(8.111), and then we have

           BjNBjNEjGEjGE T
LQ

T
LQ 


 

1 (8.112)

Therefore,

      EjGEjGE LQ
T

LQ   (8.113)

Consider the control system in the block diagram of figure8.21. If EWW H  ,
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    jWjGE LQ is non-singular where HW is complex conjugate transpose of

matrixW ,

Figure8.21 Linear quadratic loop with an uncertainty  sW
Proof
Assume  sGE LQ be singular. In this case, there will be nontrivial vector q such

that
   0 qjGE LQ  (8.114)

Or,
qWqGLQ  (8.115)

From equation(8.113), gain
0 LQ

H
LQLQ

H
LQ GGGG (8.116)

Here,  jGH
LQ is the complex conjugate transpose of  jGLQ . Premultiplying and

postmultiplying(8.116) by HHWq and Wq , respectively,

0 WqGGWqWqGWqWqGWq LQ
H
LQ

HH
LQ

HHH
LQ

HH (8.117)

Using equation(8.115), there is
0 qqqWqWqq HHHH (8.118)

Or,
  0 qEWWq HH (8.119)

Inequality(8.119) contradicts the assumption EWW H  in the statement of
figure8.21.

It should be noted that the Nyquist condition for the stability of the system in
figure8.21 is that     jWjGE LQ is non-singular. Therefore, the system in figure8.21

is stable when EWW H  .
When control matrixW is a diagonal matrix which diagonal elements are respectively

mlll ,,2,1  . Then stable condition WW H  will reduce to

1 i
H
i ll , mi ,,2,1  (8.120)

Condition(8.120) yields guaranteed levels of gain margin and phase margin of LQR
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feedback loop which is shown in figure8.22.

Figure8.22 Amulti-input/multi-output linear quadratic regulator loop with a magnitude and
uncertainty in each input channel

1. Gain margin
Assume that diagonal elements mlll ,,, 21  in matrix W are real. Then

condition(8.22) yield

2
1

il , mi ,,2,1  (8.121)

The LQR feedback loop in figure8.22 has a guaranteed infinite upward gain margin,

and 21 downward gain margin in each input channel independently and simultaneously.

2. Phase margin
Assume

ij
i el  (8.122)

Then, condition(8.120) yields to
1cos2 

i
jj ii ee  (8.123)

Hence,

3
 i (8.124)

The LQR feedback loop in figure8.23 has a guaranteed o60 phase margin in each
input channel independently and simultaneously.

Here, it is noted that the stability is not guaranteed if both a phase shift within o60

and a gain change in the interval  ，21 are simultaneously introduced in an input
channel.
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8.10.4 Kalman filter feedback loop

The Kalman filter deals with optimal selection of observer poles, and is dual to the
linear quadratic control.

1.Kalman filter
(1) State equation(dynamics)

       twtButAxtx 


(8.125)

The vector  tw is a stochastic process called process noise. It is assumed that  tw
is a continuous-time Gaussian white noise vector. Its mathematical characterization is

   0twE (8.126)
And

       wtwtwE T  (8.127)

The matrixw is called the intensity matrix with the property 0 Tww .
(2) Measurement equation

   ttCxy  (8.128)

Here,  ty is the sensor noise vector and  t is a continuous-time Gaussian white
noise vector. It is assumed that

   0tE  (8.129)
And

       ttE T (8.130)

Here, 0 T .
It is also assumed that process and measurement noise vectors are not correlated, i.e.,

           0  twEtEtwtE TT (8.131)
(3) Observer
The dynamics of state observers is the following:

        00;









  xxtytyLtBuxAx (8.132)

Here, L is an observer gain matrix.
Define the state error as

   txtxx



~

(8.133)
Subtracting equation(8.132) from equation(8.125)

      tLtwxLCAx 


~~
(8.134)

Order
     tLtwt   (8.135)

Then
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         0 tLEtwEtE  (8.136)
Consider

             
                TTTTTT

TT

LttLLttwtwtLtwtw
tLtwtLtwtt








(8.137)

Using equation(8.127), equation(8.131) and equation(8.132),
             tLtLwttE TT (8.138)

The state error dynamics in equation(8.134) is represented by a linear system
subjected to white noise vector  t with the intensity described by equation(8.138).

Assuming that the matrix  LCA is stable,

  0,0
~





 tastxE (8.139)

And

     0TT LLwLCALCA  (8.140)

Here,  is the steady state error covariance matrix defined as

   









 txtxE
T

t

~~
lim (8.141)

Example8.12 Please find L such that

       

























  txEtxEtxEtrJ n

2~2

2

~2

1

~
 (8.142)

is minimized subject to constraints(8.140).
Solution
Introducing symmetric matrix P as the Lagrange multiplier.

      PLUtrtrPLg ,,,   (8.143)

Here,  LU , is the left-side of equation(8.140). As a result,

             PLLtrwPtrPLCAtrPLCAtrtrPLg TT   ,,

(8.144)
After derivation of function  PLg ,, to variable , gain

    0




LCAPPLCAEg T (8.145)

  02 

   LCPPLPLCPCP
L
g TTT (8.146)

    0

  TT LLwLCALCA
P
g  (8.147)

Assuming that  LCA is stable, 0P from the well-known results of the

UNDER PEER REVIEW



Chaper8 PID Control and Robust Control

- 521 -

solution of Lyapunov stability criterion. Hence, from equation(8.146),
0 LCT (8.148)

Or,

  1TCL (8.149)

Substituting equation(8.149) into equation(8.140),
01      wCCAA TT  (8.150)

Equation(8.150) is called the filter algebraic Riccati equation(FARE).
The important statistical properties of the Kalman filter are narrated as follows:
1. The state error vector is orthogonal to estimate the state vector in the following

sense:

0
~








  T

xxE (8.151)

Namely, the co-variance between state error variable
~
x and state estimation variable



x is
zero.

2. The following signal is white noise with zero mean,

     txCtytv


 (8.152)
This signal is called the innovation process. Furthermore,

      ttvtvE   (8.153)

2.Kalman filter feedback loop
As we know, a Kalman filter is represented by

    





 





yyLtButxAx (8.154)

Here,

 txCy


 (8.155)
Taking the Laplace transformation of equation(8.154) with zero initial conditions,

           





 



sysyLstBussx  (8.156)

Here,     1 AsEs , equation(8.91).
The relations between equation(8.155) and equation(8.156) are depicted in figure8.23.

The Kalman filter feedback loop transfer matrix  sGKF is given as

   LsCsGKF  (8.157)
Similar to equation(8.94a), it can be proved that

           Tff
T

KFKF NsCNsCsGEsGE   (8.158)

Here,
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T
ff NNW  (8.159)

Assume that
E  ; 0 (8.160)

From equation(8.158) to equation(8.160),

           Tff
T

KFKF NsCNsCEsGEsGE  

1 (8.161)

Substituting js  into equation(8.161).

Figure8.23 A Kalman filter feedback loop

           Tff
T

KFKF NjCNjCEjGEjGE 


 
1 (8.162)

Since the second terms of right-side in equation(8.162) is positive semidefinite,

      EjGEjGE T
KFKF   (8.163)

Or,

       1
1

2

1 



 jGEjGE KFKF if   1 KFGE exists (8.164)

   jGE KF
 is minimum singular value.
Because the sensitivity of the Kalman filter(KF) loop is

  1 KFKF GES (8.165)
Equation(8.164) yields

      ;1jSjS T
KFKF (8.166)

Or,

      1max
20

_






jSjS KFKF (8.167)

Such property indicates that the Kalman filter loop will never amplify output
disturbances at any frequency.

The complementary sensitivity function, KFT , is given by

KFKF ST 1 (8.168)
From equation(8.167) and equation(8.168) and properties of singular values,
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      





;2max
20

_
jTjT KFKF (8.169)

The stability of the KF loop is guaranteed to multiplicative modeling uncertainty
provided

   5.0
_

  j (8.170)

Here,  s relates the actual plant transfer function  sG and model transfer matrix
as follows:

      sGsEsG  (8.171)
Example8.13 Assume a Kalman filter loop for a simple mass, and the Kalman filter

feedback loop transfer matrix  sGKF is given by

2

104721.4
s
sGKF




Therefore,

 
104721.42

2
1


 

ss
sGES KFKF ,

104721.4
104721.41 2 




ss
sST KFKF

       

         
1

472.4
1

4721.4
max

4721.410
max

4721.410
max

104721.4
maxmax

2

2

022

2

0222

2

0

2
2

2

020

_






























 ss
sjSjS KFKF

         21maxmax
2020

_






jSjTjT KFKFKF

Hence both sensitivity and complementary sensitivity functions could satisfy the given
conditions of equation(8.167) and equation(8.169).

8.11 Kharitonov’s Theorem and Related Results

This section is mainly to focus on the seminal theorem of Kharitonov, which has
motivated a variety of powerful results for general robustness problem.

8.11.1 Kharitonov’s theorem on robust control stability

Khavritonov’s theorem narrates robust stability of interval polynomials with lumped
uncertainty and fixed degree of the form

  



n

i

i
isaasp

0
, (8.172)

where

  niaaa iii ,,1,0,,  
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where  
ii aa , denotes the a known bounding interval for the ith component of

uncertainty( the ith uncertain coefficient) ia .

To describe Kharitonov’s theorem for robust stability, it is first necessary to define
four fixed polynomials associated with a family of interval polynomials.

Kharitonov’s Polynomials
The four fixed Kharitonov’s polynomials are associated with the intervals

polynomial  asp , .

 
 
 
  


















6
6

5
5

4
4

3
3

2
2104

6
6

5
5

4
4

3
3

2
2103

6_
6

5
5

4
4

3_
3

2_
2102

6
6

5
5

4
4

3
3

2
2101

sasasasasasaasp
sasasasasasaasp
sasasasasasaasp
sasasasasasaasp

(8.173)

An example is provided to demonstrate above Kharitonov polynomials constructed by
inspection in the following.

Example8.15 Consider the following interval polynomial with fixed degree6:
               15,611,97,46,512,38,13,2, 23456  ssssssasp

Please derive the four Kharitonov polynomials.
Solution
According to equation(8.173), the four Kharitonov polynomials can be written into the

following form:
  65432

1 336796 sssssssp 

  65432
2 2812541115 sssssssp 

  65432
3 21264915 sssssssp 

  65432
4 38357116 sssssssp 

Now, the Kharitonov’s theorem will be presented.
Kharitonov’s theorem1
An interval polynomial  asp , with invariant degree n is robustly stable if and

only if its four associated Kharitonov polynomials are stable.
Example8.16 Consider the following interval polynomial with fixed degree5:

             5,24,39,57,46,33,1, 2345  sssssasp
Please judge whether the four Kharitonov polynomial is robustly stable.
Solution
According to equation(8.173), the four Kharitonov polynomials can be written into the

following form:
 
 
 
  5432

4

5432
3

5432
2

5432
1

334942
67535

364545
37932

ssssssp
ssssssp
ssssssp
ssssssp





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According to Kharitonov theorem1, in order to guaranteed the robust stability of the
given interval polynomial, it is sufficient to test the stability of above four Kharitonov
polynomials. Algebraic stability criterion can be employed to accomplish the judgment of
the stability of above four Kharitionov polynomials. After Roth’s stable criterion is applied
to above four Kharitonov polynomials, we can respectively get the following four Routh’s
table.

1. Routh’s table of polynomial  sp1

002
0077107
02429
0374
293
371

0

1

2

3

4

5

s
s
s
s
s
s



2. Routh’s table of polynomial  sp2

005
00218
051
02323
556
443

0

1

2

3

4

5

s
s
s
s
s
s



3. Routh’s table of polynomial  sp3

005
00107909
0537107
0613637
556
371

0

1

2

3

4

5

s
s
s
s
s
s



4. Routh’s table of polynomial  sp4

002
0051152
02551
025
293
443

0

1

2

3

4

5

s
s
s
s
s
s



Among above Routh’s table, it is easily known that polynomials      spspsp 432 ,,

are unstable. Hence the interval polynomial  asp , is not robustly stable.
Kharitonov’s test for robust stability can be significantly simplified if the interval
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polynomial is of degree 5, 4, and 3. In these cases, the Kharitonov polynomials for
performing the test are 3, 2, or 1 in number, respectively, as against the four polynomials of
the general case. More precisely, we have the following propositions.

1) Propositions 1
An interval polynomial  asp , with invariant degree 5 is robustly stable if and only

if the Kharitonov polynomials    spsp 21 , , and  sp3 are stable.

2) Propositions 2
An interval polynomial  asp , with invariant degree 4 is robustly stable if and only

if the Kharitonov polynomials  sp2 , and  sp3 are stable.

3) Proposition 3
An interval polynomial  asp , with invariant degree 3 is robustly stable if and only

if the Kharitonov polynomials  sp3 are stable.

Although Kharitonov’s theorem is a very important result in the area of robustness
analysis, it has several limitations. The most important limitations are as follows:

(a) Kharitonov’s theorem is applicable only in problems for which the stability region
is the open left-half plane. In other words, Kharitonv’s theorem can not be applied in the
case of discrete-time systems.

(b) Kharitonov’s theorem is applicable only in the case of interval polynomials whose
coefficients vary independently. In the more general case of interval polynomials of the
following form

    nisaaafasp i
n

i
mi ,,2,1;,,,,

0
21  



(8.174)

where  mi aaaf ,,, 21  , ni ,,2,1  are multilinear functions of the uncertain

coefficients maaa ,,, 21  , Kharitonov’s theorem fails to give an answer to the

question of the robust stability of interval polynomials of the form(8.174). The interested
readers can refer to other robust materials.

8.11.2 The sixteen-plant theorem

The robust stability has been discussed in the previous section. Here, the analytical
results presented in the subsection8.11.1 needs to be generalized in order to develop a
technique for the design of robustly stabilizing compensators. In particular, the form of
proper first-order compensators is the following:

   
ps
zsKsF




 (8.175)

Equation(8.175) robustly stabilizes a strictly proper interval plant family of the
following plant:
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   
  nm

sas

sa

bsB
asAbasG n

i

i
i

n

m

j

j
j














0

0

,
,,, (8.176)

    1,,1,0,,,,,1,0,,   nibbbmjaaa iiijjj 

Here  
jj aa , and  

ii bb , denote a priori known bounding intervals for the jth and the

ith components of uncertainties ja and ib , respectively.

The compensator of the form(8.175) robustly stabilizes the interval plant
family(8.176), if for all   mjaaa jjj ,,1,0,,   and   1,,1,0,,   nibbb iii  ,

the resulting closed-loop polynomial has Hurwitz stability(its roots lie in the open left-half
plane). Function  sF is called a robust stabilizer of the interval plant family(8.176).

         bsBpsasAzsKbaspc ,,,,  (8.177)

The interval plant family given in equation(8.176) wit compensator interconnected is
shown in figure8.24.

Figure8.24 Interval plant family interconnected with a first-order compensator

For the numerator of equation(8.176), the following four Kharitonov polynomials can
be gained:
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For the denominator of equation(8.176), the following four Kharitonov polynomials
can be gained:

 
 
 
  






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Considering all combinations of the   4,3,2,1, isAi , and   4,3,2,1, ksBk , we

can get 16 Kharitonov plants for 4,3,2,1, ki :
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   
 sB
sAsG

k

i
ik  (8.178)

For these extreme plants, when it is said that  sF stabilizes  sGik , the following

closed-loop polynomial is asymptotically stable.
         sBpssAzsKsp kiikc , (8.179)

Here, we can narrate the so-called sixteen plant theorem.
Sixteen plant theorem
A proper first-order compensator of the form(8.175) robustly stabilizes the interval

plant family(8.176), if and only if it stabilizes all of the 16 Kharitonov plants  sGik ,

4,3,2,1, ki .
Example8.17 Consider the following interval family:

       
     7,58,16,4

11,39,65,2,, 23

2





sss

ssbasG

Please determine one proper first-order compensator that can robustly stabilize the
family and one can not.

Solution
According to equation(8.178), the 16 Kharitonov plants associated with this family

are:

   
586

1162,
74

1162
23

2

1223

2

11 








sss
sssG

sss
sssG

   
784

1162,
56

1162
23

2

1423

2

13 








sss
sssG

sss
sssG

   
586

395,
74

395
23

2

2223

2

21 








sss
sssG

sss
sssG

   
784

395,
56

395
23

2

2423

2

23 








sss
sssG

sss
sssG

   
586

365,
74

365
23

2

3223

2

31 








sss
sssG

sss
sssG

   
56

365,
784

365
23

2

3423

2

33 








sss
sssG

sss
sssG

   
586

1192,
74

1192
23

2

4223

2

41 








sss
sssG

sss
sssG

   
784

1192,
56

1192
23

2

4423

2

43 








sss
sssG

sss
sssG

With a particular first-order compensator, say      11  sssF , it can easily be

verified that the closed-loop polynomial, associated with the Kharitonov plant  sG32 , is

given by
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       
41397

74111621
234

232
11,





ssss

sssssssspc

       
2101512

58613651
234

232
32,





ssss

sssssssspc

Hence, controller      11  sssF can not robustly stabilize the given plant

family. Certainly, we easily testify that function  
s

sF 11 can robustly stabilize the

given plant family.
The sixteen plant theorem is not only used to determine the robust stability of system,

but also to design some parameters as a design tool.
Example8.18 Consider the following interval family:

     
     4,32,13,2

1,5.05.1,1,, 23 



sss

sbasG

Please determine one proper first-order compensator   sKKsF 21  that can
robustly stabilize the interval plant family.

Solution
To solve this problem, we should firstly construct the 16 Kharitonov plants associated

with the given interval plant family:

   
33

5.0,
42

5.0
23122311 








sss
ssG

sss
ssG

   
323

5.0,
422

5.0
23142313 








sss
ssG

sss
ssG

   
33

15.1,
42

15.1
23222321 








sss
ssG

sss
ssG

   
323

15.1,
422

15.1
23242323 








sss
ssG

sss
ssG

   
33

1,
42

1
23322331 








sss
ssG

sss
ssG

   
323

1,
422

1
23342333 








sss
ssG

sss
ssG

   
33

5.05.1,
42

5.05.1
23422341 








sss
ssG

sss
ssG

   
323

5.05.1,
422

5.05.1
23442343 








sss
ssG

sss
ssG

With the given form   sKKsF 21  of the PI controller, the closed-loop
polynomials associated with 16 Kharitonov plants can be easily obtained. For example, for
the Kharitonov plant 34G , the closed-loop polynomials can be found to be the following in

terms of equation(8.179):
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           221
2

1
3423

2134, 3233231 KsKKsKsssssssKsKspc 
Roth’s stability criterion can be employed to determine the range unknown parameters to
design related system.

The Routh table can be written out as follows:

00

00
32

93

0
3

32
033

21

2
0

21

2
21

1

2
212

21
3

21
4

Ks
KK
KKKs

KKKs

KKs
KKs









In similar manner, the remaining 15 Kharitonov plants may be applied by Roth table.
In order to ensure that system is robustly stable, the first column of all Routh tables are
both greater than zero. From above Routh table of closed-loop polynomial 34,cp , the

following inequality can be gained:
32 21  KK , 02 K and 09392 2121

2
2

2
1  KKKKKK

When final range of parameters 1K and 2K is commonly ensured by the
cross-section of the range of parameters from each Routh table, then the related parameter
of PI controller may be selected. For example, a robust PI stabilizer can be given by

 
s

sF 1015

Certainly, the sixteen plant theorem can be extended to the more general class of
compensators;but it can not be applied into all class of compensators. Readers may result in
related material of the sixteen plant theorem.

   
  1, 



 q
pss
zsKsF q

Chapter summary

The PID control and robust control are very important topics in modern control theory.
Firstly, the PID structure and control system with PID controller are narrated and explained,
among which some specific examples are provided for readers to easily comprehend them.
Furthermore, basic thoughts of robust control is provided for readers. Then on the topic of
robust control, its basic model, stability and performance and LQR and Kalman filter are
respectively explained and demonstrated. Finally, Kharitonov’s theorem is utilized to show
how to judge the stability of the control system with uncertain parameters. In this chapter,
readers need to grasp the knowledge of PID controller and robust stability such as gain and
phase margin of system and the sixteen-plant theorem, and so on.
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Review Questions

8.1. Please explain the basic structure of PID controller.
8.2. Please give out the common characteristic equation of the unit negative feedback

system with PID controller.
8.3. Do you think how to implement a digital PID controller?
8.4. What condition can lead-lag compensator be considered as a PID controller?
8.5. Please resumptively tell your comprehension on basic thoughts of robust control?
8.6. Please say out robust model types of linear uncertainty system.
8.7. Please explain the state equation and measurement equation of Kalman filtering.
8.8. Please talk about your comprehension on Kharitonov’s theorem on robust control
stability.
8.9. You think how to utilize the sixteen-plant theorem to judge the stability of robust
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control system.
8.10. Please talk about the gain margin and phase margin of SISO system and MIMO
system.

Problems

Problem8.1. Assume a control system with PID controller is shown in figure8.4. The
transfer function of plant component is the following:

    21 11 sTsTs
KsG




Using PID controller is to achieve arbitrary pole placement and to simultaneously
drive the position steady-error to zero. Please give out the relative parameters

DIp KKK ,, of PID controller.

Problem8.2.In figure8.5, the unit step response of an executor is given. Transient response
parameters are sec100dt and sec60rt . Please use table8.1 to determine the

parameters pK , iT and dT of the PID controller.

Problem8.3.Consider the uncertain feedback control system in figure8.13. Assume that the
uncertain plant transfer function is given by the following expression:

        ssWsHsH mmp  1

Where

 
32

2
2 


ss

sH and
s

Wm
3



While the controller  sK is a PID controller of the form   2 ssK . Please
determine and judge whether the closed-loop system is robustly stable.
Problem8.4. Consider the following interval polynomial with fixed degree6:

             10,52,212,46,33,22,1, 23456  sssssasp
Please derive the four Kharitonov polynomials.
Problem8.5. Consider the uncertain feedback control system in figure8.16 with

 
52

2
2 


ss

sH and   1 ssK

The design performance specifications for the closed-loop control system be the
following:

(1)Steady-state tracking error 1.0A

(2)Maximum peak magnitude 1M of sensitivity function  sS
(3)Minimum bandwidth sec1.0 radb  .

Please judge whether the performance specifications for the closed-loop control
system meet the nominal performance requirement.
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